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Quantization of systems described by Lagrangians with higher-order derivatives is performed. It is 
shown that the usual Lagrangian with first-order derivatives may be consistently replaced by one with 
second-order derivatives, the resulting wavefunction being one of a mixed representation. 

I. INTRODUCTION 

The Hamilton-Lagrange theory was extended to 
include higher-order derivatives by Ostrogradskyl in 
1850. By taking the variation of the time integral of 
a Lagrangian containing the nth derivative of the 
generalized coordinates while holding the end points 
fixed, one obtains the equation of motion. By letting 
the end points also vary, the generalized momenta 
are found and, hence, a Hamiltonian which is con­
stant in time for Lagrangians not explicitly time­
dependent. It is easily shown that the generalized 
momenta and the derivatives of the generalized co­
ordinates are related by the Hamilton canonical 
equations. 

In 1940, Bopp2 and, in 1942, Podolsky,3 prompted 
by divergences in electromagnetic theory, proposed 
Lagrangians containing the second derivative of the 
potential. Quantization of the theory resulted in 
finite energies. 

The success of these calculations gives rise to several 
investigations4 of the quantization of the Ostrogradsky 
theory. These investigations concerned Bopp and 
Podolsky's calculations, relativistic effects, and ap­
proximations which simplify the Ostrogradsky quanti­
zation. Greens included another term involving the 
second derivative of the potential into Podolsky's 
Lagrangian and obtained a generalized meson-field 
theory which also led to finite energies. The success 
of this calculation led Pais and Uhlenbeck,6 in 1950, 
to consider if, in general, divergent features of field 
theory could be eliminated by using higher-order 
field equations. However, they found no way to recon-

1 M. Ostrogradsky, Mem. Acad. St. Petersburg 6 (4),385 (1850); 
E. T. Whittaker, Treatise on the Analytical Dynamics of Particles and 
Rigid Bodies (Cambridge University Press, Cambridge, England, 
1959), 4th ed., p. 266. 

• F. Bopp, Ann. Physik 38,345 (1940). 
• B. Podolsky, Phys. Rev. 62, 68 (1942); B. Podolsky and C. 

Kikuchi, ibid. 65, 228 (1944); 67, 184 (1945); B. Podolsky and P. 
Schwed, Rev. Mod. Phys. 20, 40 (1948). 

'D. Montgomery, Phys. Rev. 69, 117 (1946). E. Kanai and S. 
Takagi, Progr. Theoret. Phys. (Kyoto) 1,43 (1946). T. Chang, Proc. 
Cambridge Phil. Soc. 42, 132 (1946); 43, 196 (1947); A. Green, 
Phys. Rev. 72, 628 (1947); J. De Wet, Proc. Cambridge Phil. Soc. 
44, 546 (1948). 

• A. Green, Phys. Rev. 73, 26 (1948); 75, 1926 (1949). 
• A. Pais and G. Uhlenbeck, Phys. Rev. 79, 145 (1950). 

cile convergence, positive-definite free-field energy, 
and causality of the state vector. 

Subsequently, little work was done on the general­
ized theory until 1958, when Borneas7 reasserted the 
facility of the Ostrogradsky method. This presentation 
was amplified by Koestler and SmithS in 1965 and by 
Kruger and Callebaut9 in 1968. 

II. OSTROGRADSKY'S mEORY 

Ostrogradsky assumed that if a Lagrangian con­
tains derivatives of arbitrarily high but finite order, 
the appropriate equation of motion will be obtained 
by setting the variation of the time integral equal to 
zero. We have 

where j = 1, 2, ... ,R and D = did!. Holding the 
end points fixed gives the equations of motion: 

(2) 

Letting the end points vary gives rise to the generalized 
momenta: 

P = ~ (_l)iDi ---N-n (L) 
i.n i-:O DHnQj , (3) 

where n = 1,2, ... ,N. Note that the right side of 
Eq. (3) is the functional derivative of L with respect 
to DnQi' If one defines a Hamiltonian analogous to 
the usual form when no higher derivatives are present, 
one again obtains a function which is constant if the 
Lagrangian is not an explicit function of time. We 
have 

R N 
H = I IPi.nDnQi - L(Qi' DQj, ... , DNQi' t). 

;=1 n=1 

(4) 

7 M. Borneas, Am. J. Phys. 27, 265 (1959); M. Borneas, Nuovo 
Cimento 16, 806 (1960). 

• J. Koestler and J. Smith, Am. J. Phys. 33, 140 (1965). 
• J. Kruger and D. Callebaut, Am. J. Phys. 36, 557 (1968). 
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It would be desirable to find pairs of canonical 
variables, but in seeking these we encounter a problem 
which does not occur in the usual theory. For a given 
j variable, the Hamiltonian is a function of N momenta, 
the generalized coordinate, and N derivatives of the 
generalized coordinate. Obviously, not all of these 
2N + 1 variables can be taken by pairs. This problem 
is not met in the usual formulation since the highest 
derivative of the generalized coordinate, the velocity, 
can be expressed in terms of the momentum. However, 
for our case we have no guarantee that Eq. (3) will 
be such that the highest derivative can be expressed in 
terms of the other 2N variables. In fact, in Sec. IVan 
example is considered where Eq. (3) can not be used. 
We will find that, rather, the equation of motion (2) 
must be applied. 

The remaining 2N variables are easily paired since 

oR = E.. (Dn-1Qi)' (5) 
oPi,n dt 

oR __ E..(P ) (6) a Dn-1Qj - dt i.n· 

Thus P i •n and Dn-lQi act as canonical variables 
wheren= 1,2,···,N. 

III. QUANTIZATION 

We may define the Poisson bracket, using the gen­
eralized variables, to be 

{U, V} = f i (au oV _ au OV). 
j=1 n=l a Dn-1Q. OP. OP· 0 Dn-1Q. 

3 3,n 3,n , 

(7) 

Consequently, we find, in analogy to the usual 
formulation, 

{Dm-1Qj, Dn-1Qk} = {P j,m' Pk,n} = 0, (8) 

{ Dm-1Qk' P j,n} = tJkjtJmn , (9) 

{Dn-1Q. R} = oR (10) 
poP. ' 

3,n 

{p R} _ _ oR ( ) 
j,n' - 0 Dn-1Qj 11 

Comparison of Eqs. (10) and (11) with (5) and (6) 
leads us to seek to quantize the theory. Letting the 
variables be considered as operators, we postulate 

[Pi,n, Dm-1Q,,] = Pj,nDm-1Q" - Dm-1Q"P;,n 

Ii 
= -:- C(n, N)tJnmtJ jk , (12) 

I 

where C(n, N) is a c number and perhaps a function 
ofn and N. 

We take the function F to be any term of H, 
assumed of the form 

R N-l 
F = II II (Pj,ntti,n)(DnQj)b(j,n), (13) 

;=1 n=O 

where aU, n) and b(j, n) are arbitrary constants. With 
the use of Eq. (12) one finds 

[Dn-1Q. F] = - ~ C(n N) of (14) 
3' . ' oP.' I J,n 

Ii of 
[p" n' F] = - C(n, N) l' (15) 

" i oDn- Qj 
and so 

[Dn-1Q. H] = - ~ C(n H) oH (16) 
3' . ' ':Ip.' 

I u 3,n 

[p. R] = ~ C(n N) oR (17) 
J,n' i ' a Dn-1Qj 

Equations (16) and (17) may be considered the 
generalized Heisenberg equations of motion for 
Bose-Einstein quantization. If we let C(1, 1) = 1, 
we find that (16) and (17) reduce to the nongeneralized 
equations of motion. 

For consistency we must demonstrate that one is 
permitted to choose a c number for the right side of 
Eq. (12). We must show the commutator of P j • n and 
Dn-lQj commutes with H: 

UP j,n' Dn-1Qj), HJ 

= iliC(n,N){[Pj,n'a~J - [a;~lQ/ Dn-1QjJ} 
= 0, (18) 

where we have used Eqs. (14) and (15) with F being 
aHjoDn-1Qj and oHjoPj.n , respectively. 

For completeness we should note that the com­
mutation brackets in Eqs. (12)-(18) may be replaced 
by anticommutation brackets to obtain a generalized 
Fermi-Dirac quantization. 

The validity of the postulate (12) rests, of course, 
upon the experimental implications that result. It is 
for this reason that we have not taken the restriction 
C(n, N) = 1, as is generally done. Actually, to obtain 
results consistent with experiment, we will note in 
Sec. V that C(n, N) can not be taken as one in the 
given example. Although Eq. (12) generalizes the 
Heisenberg uncertainty relation, we must assert a 
type of correspondence principle such that if Eq. (12) 
embodies only the variables of the usual uncertainty 
relation, C(n, N) must be such that the usual un­
certainty relation holds. We will return to this topic 
in Sec. IV. 
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If Eq. (12) operates on a wavefunction, one may 
take 

p. -+ !!: C(n N) 0 and Dm-lQk -+ Dm-lQk 
',n i ' 0 Dn-lQj 

(19) 
or 

Pi,n -+ Pj,n and Dm-lQk -+ - ~ C(n, N) ::Ipo . 
l U k,m 

(20) 

These operators may now be used for the wave 
equation 

(21) 

where Ek is the eigenvalue of H. However, we have 
not shown that Ek corresponds to the energy and, in 
fact, in general it will not. If H classically is equal to 
the energy, however, it seems understandable that Ek 
is the energy eigenvalue. 

If Eq. (19) is used, 'Yk will be a function of Qj, 
DQj, ... , DN-lQj, with the scalar product defined 

('Yk , 'Yk,) = f f1 dQj dDQj" . dDN-1Qj'Y:'Yk ,· (22) 

Equation (20) may be used to give the momentum 
representation. Also, since Eqs. (19) and (20) hold for 
each value of n, by using both equations a crossed 
representation results. 

IV. AN ALTERNATIVE TO KINETIC ENERGY 
IN THE LAGRANGIAN 

The usual classical Lagrangian is written as the 
difference between the kinetic and the potential 
energies. However, if higher derivatives are permitted, 
one can have 

s 
L = -t ! mXjD2xj - V(xl , x2, xs), (23) 

j~l 

which has the required equations of motion 

The momenta are given by 

P j.1 = !mDxj , 

Pj.2 = -tmxj, 

and the Hamiltonian by 

s s 
H = '" p. lDx. + '" p. 2D2X' £.., 3, , £.., 3, :J 

i~l i~l 

3 

(24) 

(25) 

(26) 

+ ! ! mXjD2Xj + V(xl , x2, xs), (27) 
j~l 

which is equal to the energy. 

Since we would expect the Hamiltonian to be a 
function of only pairs of canonical variables, we must 
replace the term involving D2Xj . Normally, the 
equations analogous to (25) and (26) would be used 
to eliminate the odd variable, usually the velocity. 
Obviously they can not be used here. If, rather, the 
equation of motion (24) is used, the Hamiltonian 
becomes 

sIs oV 
R = !Pj,lDxj - - !Pi,2-

j~l m i~l oX j 

s oV 
- t !x;- + V(Xl ,X2,XS)' (28) 

i~l oX j 

Let us symmetrically insert Eqs. (25) and (26) into 
the Hamiltonian 

1[ s s ] R = - '" P·lDx. + '" P·lDx· 
2 

L..", , L..", , 
j~l j~l 

(31) 

With the Hamiltonian in this form the canonical 
equations are 

DP = _ oR __ ! oV(Xj) 
j,1 - ::I - 2::1 ' 

uX j uX j 

(32) 

oR m 
DP· :='>- -- = - - Dx· 

,,2 oDx. 2" , 
(33) 

oH 2Pj1 
D(x i ) := - = -' , (34) 

OPj,l m 

D(Dxi):= oH =! OV(Pi,2) . (35) 
oP; 2 2 OP j ,2 

If Eq. (19) is used for quantization, the wave­
function will depend on both Xj and Dx;. From the 
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form of the Hamiltonian in Eq. (31) it appears that 
separation of variables may be assumed. Also, since 
both operators Dx; and P i •1 relate to the observable 
velocity, we must have 

2( Ii 0\ (Dx;> = - C(l, 2) -:-~ . 
m lOX/ 

(36) 

This will be illustrated in Sec. V. 
Regarding the correspondence with the uncertainty 

principle, it appears that since P;'1 equals mDx;/2 
instead of mDx;, we must set 

C(1,2) = i. (37) 

Similarly, we must have 

Similarly, Eq. (44) will have a finite solution if 

En - Cn = !liw(2n + 1). (46) 

Combining Eqs. (45) and (46) gives 

En = (n + t)liw. (47) 

The wavefunction normalized to unity over the 
infinite range of x and Dx is 

'F - - - H - x H - Dx 1 (m)t [(km)t] [(m3)t ] 
n - 2nn! 7T1i n 1i2 n kli2 

[
- m(Dx)2 - kX2] 

X exp , 
2liw 

(48) 

C(2,2) = t. (38) where Hn( Y) is the Hermite polynomial. 

V. HARMONIC OSCILLATOR 

The Lagrangian for a particle of mass m attached 
to a spring of spring constant k may be chosen as 

L = - m x D2x _ ~ x2 

2 2 ' 

whose equation of motion is 

mD2x = -kx. (40) 

Expressing the Hamiltonian in the form of Eq. (31) 
and using the quantization prescribed by Eqs. (19), 
(37), and (38), we have 

[
_.!f ~ + m(Dx)2 

4m ox2 4 

kli2 02 kx2] 
- 4m20(Dx)2 + 4 'Fn = En'Fn· (41) 

Assuming separation of variables 

'Fn(x, Dx) = $n(x)Xn(Dx) (42) 
gives 

and 
kli2 d2Xn m(Dx)2 
-2--2 - --4-Xn + EnXn = CnXn, (44) 
4m d(Dx) 

where Cn is the constant resulting from the separation. 
Finite solutions for the powers series to Eq. (43) 

occur if there is some integer n for which 

Cn = !liw(2n + 1). (45) 

If the expectation is calculated, 

o = L: L: 'F~O'F n dx d(Dx), (49) 

one finds 
(50) 

as is required, and 

as is required for the ground state. 
Similarly, a combination of Eqs. (19) and (20) can 

be used to give the wavefunction in x . P2 , Dx . PI' or 
PI . P2 spaces. In each case we must take C(1, 2) 
and C(2, 2) to be t to obtain results consistent with 
what is known to be the energy eigenvalues and 
expectation values for the harmonic oscillator. 

VI. CONCLUSION 

We have shown that it is possible to replace the 
u~ual Lagrangian containing derivatives of only first 
order by one with second-order derivatives and that 
such a change leaves the equations of motion intact 
and the Hamiltonian still equivalent to the energy. 
However, there is a change in the definition of the 
generalized momenta which results in a different form 
for the uncertainty principle and the rules for quanti­
zation. The resulting wavefunction has a mixed 
representation, but gives the usual energy eigenvalues 
and expectation values. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 10, NUMBER 9 SEPTEMBER 1969 

Rigorous Results for Ising Ferromagnets of Arbitrary Spin* 

ROBERT B. GRIFFITHst 

Department of Physics, Carnegie-Mellon University, Pittsburgh, Pennsylvania 

(Received 5 August 1968) 

The following results for spin-l Ising ferromagnets are extended to the case of arbitrary spin: (1) 
the t~eorem of Lee. and Y ~~g, that the zeros of the partition function lie on the unit circle in the complex 
fugacity plane; (2) inequalIties of the form (AB) ~ (A)(B), where A and B are products of spin operators; 
(3) the existence of spontaneous magnetization on suitable lattices. Results (2) and (3) are also extended 
to the infinite-spin limit in which the spin variable is continuous on the interval -1 ~ x ~ 1. 

1. INTRODUCTION 

The standard Ising model which has been extensively 
studied in the theory of magnetic systems, alloys, 
fluid phase transitions, etc., is a "spin-l" model in the 
sense that the "spin variable" O't associated with a 
particular particle or lattice site can take on only the 
values + 1 and -1, corresponding to the two eigen­
values of the z component of angular momentum 
for a particle of spin tli. A natural extension of this 
model is one in which the spin variable may take on 
the p + 1 values p, p - 2, P - 4, ... ,2 - p, -p, 
corresponding to eigenvalues of the z component of 
angular momentum for a particle of spin p/2 (times 
Ii). This generalization of the Ising model has been 
considered occasionally in the literature, l though it has 
received much less attention than the spin-t case. 
Upon dividing the spin variable by p and taking the 
limit p -+ 00, one obtains the "infinite spin" or "classi­
cal Ising" model,2 one of a variety of lattice systems 
with continuous variables (others include the spherical 
model and the "classical Heisenberg" model) which 
are of some interest in the statistical mechanics of 
phase transitions. 

Our purpose in this paper is to extend to the case of 
arbitrary spin greater than t certain results which are 
known to be true under very general conditions for 
spin-t Ising systems with entirely ferromagnetic ex­
change interactions: (1) the inequalities of Kelly and 
Sherman3 (which generalize some earlier results by 
the author4) of the form (AB) ~ (A)(B), where A and 
B represent products of spin variables; (2) the theorem 

* Research supported in part by the National Science Foundation. 
t Alfred P. Sloan Research Fellow. 
1 C. Domb and M. F. Sykes, Proc. Roy. Soc. (London) A240, 214 

(1957); Phys. Rev. 128, 168 (1962); G. Horwitz and H. B. Callen, 
Phys. Rev. 124, 1757 (1961); M. Suzuki, B. Tsujiyama, and S. Kat­
sura, J. Math. Phys. 8,124 (1967); J. Ashkin and E. Teller, Phys. Rev. 
64, 178 (1943); R. B. Potts, Proc. Cambridge Phil. Soc. 48, 106 
(1952); D. D. Betts, Can. J. Phys. 42, 1564 (1964); H. W. Capel, 
Physica 32,966 (1966); 33, 295 (1967); Phys. Letters 23,327 (1966); 
R. B. Griffiths, Physica 33,689 (1967). 

• This model has been examined for a one-dimensional chain by 
G. S. Joyce, Phys. Rev. Letters 19, 581 (1967); c. J. Thompson, J. 
Math. Phys. 9, 241 (1968). 

• D. G. Kelly and S. Sherman, J. Math. Phys. 9, 466 (1968). 
• R. B. Griffiths, 1. Math. Phys. 8, 478, 484 (1967). 

of Lee and Yang,5 which states that zeros of the 
partition function lie on the unit circle in the complex 
fugacity plane6 ; (3) proofs of the existence of phase 
transitions in two-, three-, and higher-dimensional 
lattices. Results (1) and (3) will also be extended to the 
infinite-spin (classical) Ising model, thereby showing, 
for example, that this model with nearest-rieighbor 
ferromagnetic interactions on a square or simple 
cubic lattice undergoes a phase transition. 

In each case, the extension is carried out by means 
of a representation of an Ising particle of spin p/2 in 
terms of a cluster of p spin-t particles interacting 
among themselves through suitable ferromagnetic 
pair interactions. The idea 0(, the representation is 
explained in Sec. 2, while Sec. 3 shows how to con­
struct appropriate ferromagnetic representations for 
arbitrary spin. Once these representations are in hand, 
the extensions (1) to (3) mentioned above are quite 
straightforward and the details will be found in Sec. 4. 

2~ REPRESENTATION IN TERMS OF SPIN-t 
PARTICLES 

Consider an Ising "particle" of spin p/2, for which 
the variable Stakes on the valuesp,p - 2,p - 4,"', 
-p. We shall write S as a sum 

(2.1) 

where the O'i are "ordinary" Ising variables which take 
on the values + 1 and -1. Collectively they form a 
"cluster" which "represents" the variable S. Provided 
the weightfunction WV(O'l' ••• , O'v) is properly chosen, 
we may write 

(2.2) 

for any function! In (2.2) (and hereafter) we use the 
convention that, in summing over a variable where the 
limits are not specified, the variable takes on all (and 
nothing but) its allowed values. Thus the sum over S 

• T. D. Lee and C. N. Yang, Phys. Rev. 87, 410 (1952). 
• The result of Lee and Yang has recently been extended to Ising 

ferromagnets with spin 1 and t by M. Suzuki [J. Math. Phys. 9, 2064 
(1968)] and T. Asano[Progr. Theoret. Phys. (Kyoto) 40, 1328 (1968)]. 
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is from - P to P in steps of 2, while for aj it is over the 
two values ± 1 only. 

We shall require that the weight function W2l be 
nonnegative, and it must obviously have the property 
that, for any q in the range -P =:;; q =:;; P which differs 
from P by zero or an even integer, 

where 

t5(a;b) = 1, if a = b, 

= 0, if a =F b. (2.4) 

As an example, consider the spin-1 case, p = 2. An 
obvious choice for W2 is 

W2(1, 1) = W2( -1, -1) = 1, 

W2(1, -1) = W2(-1, 1) = t. (2.5) 

We shall call W
2l 

a ferromagnetic pair weight func­
tion provided it can be written in the form 

W2l(a1 , a2 •• • ap ) = IT [t(1 + aiai ) + !(1- aiai)Xii ] 
i< i 

with 
o =:;; Xii = exp - 2Kii =:;; 1 (2.7a) 

or 

(2.7b) 

While (2.6) looks complicated, it is really very 
simple: W

2l
, for a particular choice of a1 , ••• , a 1>' is 

a product of factors Xii' one for each pair (ij) of spins 
for which ai =F ai . The condition (2.7) corresponds to 
the requirement of ferromagnetic exchange within the 
cluster (see discussion below). We permit Kii to have 
the value + 00 (so that Xii = 0); this case is not 
particularly pathological and turns out to be very 
useful. The example (2.5) is a ferromagnetic pair 
weight function with X12 = t or K12 = t In 2. 

A graphical representation of spin clusters with 
ferromagnetic pair weight functions proves useful 
for purposes of exposition and intuition; we shall not 
employ it formally in proofs. A particle of spin t is 
represented by an open circle, and if 0 < Xi; < 1, a 
line (or "bond") is drawn from ito j. If Xi; = 0, the 
circles representing i and j touch, whereas the line is 
absent if Xi; = 1. Figure 1 shows possible ferromag­
netic pair representations for p = 2 [see (2.5)] and 
p = 3. 

Consider a system (hereafter known as the "original 
system") of n Ising particles with spin variables S1' 

~ 
~ P=2 

~P=3 
FIG. I. Examples of ferromagnetic pair weight functions. Values 

of Xi; are noted next to line joining spins i and j. 

S2, ... , Sn. For the jth particle, Si may take on the 
values Pi,Pi - 2,··· , -Pi' where Pi is a positive 
integer which may depend on j. The system has a 
Hamiltonian H(S1' ... ,Sn), a real-valued function 
of the spin variables. The value + 00 is permitted, but 
not - 00, and for at least one choice of the variables 
H must be noninfinite [This insures that the partition 
function, Eq. (2.11), is nonzero]. 

We shall represent the variables Si in terms of 
clusters of spin t: 

(2.8) 

where the aii can take on the values ± l. Let Wi(ai1 , 

ai2 , ••• ) be a suitable weight function, i.e., nonnega­
tive and satisfying (2.3) for P = Pi. By means of (2.8), 
any function F(S1' ... ,Sn) (including the Hamil­
tonian H) may be expressed as a function of the aij; 
since no confusion is likely to result, we shall use the 
same symbol for the function with either set of vari­
ables. 

The collection of a~1 the aij will be known as the 
"analog" system and for this system we define the 
analog Hamiltonian N as 

N(an · .. ) = H(S1(an ... ) ... ) 
n 

- (3-11, In W;Ca j1 •• .), (2.9) 
j=1 

where {3 = (kT)-1 is the inverse temperature and we 
shall suppose that 0 < {3 < 00. (Note that the analog 
Hamiltonian is temperature dependent, a fact which 
is of no consequence for the purposes of this paper, but 
could be important in considering specific examples.) 

If F(S1 ... Sn) is a function everywhere finite, w~ 
have 

Tr [Fe-PH] = 1, ... 1, Fe-PH 
8 1 8 n 

= II··· I··· I W1W2 ••• WnFe-PH 

= I··· I Fe-Pli 

all UnP n 

= Tr [Fe-Pill (2.10) 

The symbol Tr (trace) is, in the present context, merely 
an abbreviation for the multiple summation. If F = 1, 
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(2.10) states that the partition functions 

Z = Tr [e-PH] = Tr [e-Pil ] = t (2.11) 

for the original and analog systems, respectively, are 
identical and (2.10) together with (2.11) implies that 
the thermal average of F, 

(F) = Tr [Fe-PH]/Z = Tr [Fe-Pill/t, (2.12) 

is the same in both cases. Equations (2.11) and (2.12) 
are the basis of the extensions of the Lee-Yang 
theorem, etc. (see Sec. 4), but first we shall construct 
appropriate weight functions. 

3. FERROMAGNETIC WEIGHT FUNCTIONS 

Not only do there exist ferromagnetic weight 
functions for arbitrary spin p/2, but for p 2 3 (he 
choice is not unique. We shall explicitly construct a 
set of weight functions which are reasonably simple 
and at the same time of a form which proves useful 
when considering phase transitions (Sec. 4D). 

Consider first the case where p = 2r is an even 
integer. For notational convenience, separate the p 
a's into two groups of r each, the first labeled by 
negative subscripts, a_I, a_2, ... , a_T> and the second 
with positive: aI, a2, ... , ar • All Xii in (2.6) shall be 
set equal to 1, except for the following: 

X- i .-i+l = 0, 
X_l.l = t, 

for 2 SiS r, (3.1 a) 

(3.1b) 

X i . i+1 = 2/(2i + 1), for 1 SiS r - 1. (3.1 c) 

In particular, for p = 2, X-I •1 = t, while, for p = 4, 
X_2 ._1 = 0, X-1.l = .l. Xu = i. (For graphical rep­
resentations when p = 2, 4, and 6, see Figs. 1 and 2.) 

The Xii in (3.1) clearly satisfy (2.7). In addition, we 
must check (2.3). This need be done only for q 2 0, 
since WI> is unchanged if ai -+ -ai for every i. An 
explicit calculation can be carried out for p = 2 and 
4. For the latter, W4(a_2, a_I, aI' ( 2) is nonvanishing 
in the following cases: 

q = 4: W(l, 1, 1, 1) = 1, 

q = 2: W(l, I, 1, -1) = i, W(l, 1, -1,1) = t, 
q = 0: W(l, 1, -1, -1) = t, 

W( -1, -1, 1, 1) = t. (3.2) 

The condition (3.1a) serves to "lock together" all 
the a's with negative subscripts, so that if Wp is not to 
vanish, one of two possibilities 

a_r = a_r+1 = ... = a_I = 1, 

a_r = a_r+1 = ... = a_I = -1 

(3.3a) 

(3.3b) 

p=4 

p=6 
FIG. 2. Weight functions for p even. 

must occur. For q = 0, there are precisely two non­
vanishing terms in (2.3): (3.3a) together with a1 = 
az = ... = ar = -1, and (3.3b) together with a1 = 
a2 = ... = 1; in either case W» = X-1.l = t and 
(2.3) is satisfied. 

For q > 0, all the nonvanishing terms in (2.3) 
correspond to (3.3a). We shall divide the sum in (2.3) 
into two parts: 

Uiq) = I'" I W»(I,"', 1, a1 ,"', ar- 1 , 1) 
al Ur_l 0 

X <5(~a;;q), (3.4) 

V»(q) = I··· I W»(1,"', 1, a1 ,"', C1r_ 1 , -1) 
0'\ 0'.,._1 

X b(~aj;q). (3.5) 

These definitions yield immediately the special values 

U»{O) = 0, Vp(p) = 0. (3.6) 
The result 

Wp+2{1, ... , 1, C11 , ••• , C1r , C1r+1) 

= Wil,"', 1, C11 .···, C1r)b{C1,.; C1r+1) 

+ [2/{p + l)]W»{l,"', 1, a1 ,"', C1r )b{C1,.; -C1r+1) 

(3.7) 

(note that the first r + 1 arguments of W p+2' but 
only the first r arguments of W», are always equal to 
I) is a consequence of (3.1) and provides the following 
recursion relations for U and V, for q (which is an 
even integer) in the range ° S q S p: 

2 
Up+2{q + 2) = Uiq) + -- Viq), (3.8a) 

p+l 

2 
Vp+2(q) = Vp(q) + -- Uiq). 

p+l 
(3.8b) 

The expressions 

Up(q) = (q - 1)/(p - 1), for ° < q Sp, 

= 0, for q = 0, (3.9a) 

V»(q) = (p - q)/(p - 1), for 0 < q s p, 

= i. for q = 0, (3.9b) 

satisfy the recursion relations (3.8), agree with the 
special values (3.6), and for p = 4 coincide with (3.2). 
(They are also correct for p = 2.) Hence, they are 
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correct for general q and p. Since, further, U'D(q) + 
V'D(q) = 1 for q > 0, we have completed the proof 
that (3.1) inserted in (2.6) yields W'D' satisfying (2.3). 

Next suppose that p = r + t is odd, where r = 
i(P + 1) and t = i(P - 1). Separate the O"S into two 
groups, the first with negative subscripts, 0'_1' 

0'_2' ••• , O'_r' and the second with positive, 0'1 , 

0'2, ••• , O't. Let the first group be "locked together": 

X- t .-HI = 0, for 2 ~ i ~ r; (3.10) 

and for the second group choose Xii' with i and j 
positive, so that Wt(O'I' 0'2' ••• , O't), defined by (2.6) 
(with p replaced by t) is itself a ferromagnetic pair 
weight function. The Xi; not defined by these two 
conditions, in particular, those for which i is negative 
and j is positive shall be equal to 1. We must now 
check that W'D thus defined satisfies (2.3) for q an odd 
integer in the range 0 < q < p. 

Once again, if W'D is not to vanish, (3.3a) and (3.3b) 
represent the only possibilities for O"S in the first group 
and for q > 0 we must choose (3.3a). In addition we 
have 

W'D(1, 1,'" , 1, 0'1,0'2"" ,O't) 

= Wt(O'I' 0'2"" ,O't) (3.11) 
and thus 

~ ... * W'D(O'_ro ... , O't)r5C~rO'j + ~IO'j; q) 
= Z'" Z We(O'I"", O't)r5(~O'j; q - r) = 1. 

CFl at 3=1 

(3.12) 

The only remaining problem is to choose Wt for: 
t = t(P - 1). There are several possibilities: for t even 
we may use (3.1), while for t odd we may apply the 
above construction once again, or we may simply 
employ (3.13) below for t even or odd. Figure 3 shows 
possible clusters for p = 3, 5, and 7. 

As we stated earlier, the choice for ferromagnetic 
weight functions for p ~ 3 is not unique. The above 
choices will prove useful in Sec. 4D, but we here 
present still another which is somewhat simpler to 

o 

o p= 7 
FIG. 3. Weight functions for p odd. 

construct, which works for both even and odd p, 
and for which none of the Xii vanish. Namely, let all 
the Xii (1 ~ i < j ~ p) be 1 except for 

Xi •i+! = 1/(i + I), i = 1,2, ... ,p - 1. (3.13) 

The cases p = 2 and 3 are illustrated in Fig. 1. We 
leave to the reader the proof that (2.3) is satisfied. 

4. APPLICATIONS 

A. Notation 

As in Sec. 2, we consider a system of n Ising particles 
and represent the spin variable for the jth particle, S;, 
in the form (2.8). For brevity, we shall occasionally 
relabel the O'jk of the analog system as 0'«, where ex 
runs from 1 to 

n 

m =Z Pj' (4.1) 
j=1 

A multiplicity function f-l(i) assigns a nonnegative 
integer to each integer i in the range between 1 and n. 
Define 

n 

c!>(f-l) = Zf-l(i), (4.2) 
i=1 

n 
SP = IT (S.)P(i), (4.3a) 

i=1 

n 
pP = IT (p,)P!i) , (4.3b) 

i=1 

with (Si)O = 1. The Hamiltonian7 

H = - Z JiSP - PP) + const (4.4) 
P 

will be called ferromagnetic provided 

o ~ Jp ~ (jJ (4.5) 

for all multiplicity functions f-l. We permit Jp to take 
the value + 00, in which case H is the limit (finite or 
infinite) of (4.4) as Jp --+ 00. [SP - pP appears in (4.4) 
rather than SP to allow for the possibility of infinite 
Jp ; otherwise, the pP could be absorbed into the 
constant.] Note also that the sum in (4.4) may involve 
an infinite number of multiplicity functions. s 

A special case of (4.4) is 

H = - '2,JdSiS, - PiP,) - Je! (Si - Pi) + const, 
i:5" i (4.6) 

7 All Hamiltonians in this paper are understood to be defined only 
up to an additive (finite) constant, which is sometimes [as in (4.6)], 
but not always, explicitly noted. 

• In principle, one can always rewrite (4.4) using only a finite 
number of multiplicity functions, since Sp+l may always be re­
expressed as a linear combination of S to lower powers (including 
SO). However, it is possible for (4.5) to be satisfied by the original 
Hamiltonian but not by the re-expressed version. 
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where JIJ vanishes whenever r/>(P) > 2 and Je is the 
magnetic field. 

B. The Inequality of Kelly and Sherman 

Theorem 1: Let v and A be multiplicity functions, 
and let the JIJ for the Hamiltonian (4.4) satisfy (4.5). 
Then 

(SV+A) = (SVSA) ~ (SV)(SA). (4.7) 

Proof" Let a, h, ... ,d be a collection of r/>(v) 
numbers drawn from the set {I, 2, ... ,n} in some 
arbitrary order but with the property that j occurs in 
the collection v(j) times. Using (4.3) and (2.8), we have 

(4.8) 

where i ranges from 1 to Pa' etc. 
Since (O'ik)2 = 1, it is possible to replace a term like 

(O'ik)1 appearing in one of the summands of (4.8) by 1 
if 1 is even and O'ik if 1 is odd. Thus it is clear that (4.4) 
expressed as a function of the 0'1% has the form used by 
Kelly and Sherman,3 as does the analog Hamiltonian7 

(2.9): 

fI = - L. JA(aA - 1), (4.9) 
A 

where the A's are subsets of M = {l, 2, ... ,m}, and 

(4.10) 

Further, since the J" satisfy (4.5) and we employ 
ferromagnetic pair weight functions satisfying (2.7), it 
is clear that 

0:::;; JA :::;; 00. (4.11) 

Finally, to verify (4.7), we only need to write it out 
in terms of the O"s. Let a', h', ... , d' be a collection of 
r/>(A) numbers taken from {I, 2, ... ,n} in such a way 
that j occurs in the collection ),(j) times. Then 

(SVSA) 

- /~~ ••• ~~~ • •• ~O' 0' .•. 0' 0' 0' ••• 0' \ - \77 fft t ai bj dk a'i' b'j' d'k'j 

= L. L. ... L. L. L. ... L. (O'aiO'bj· •• O'dkO'a'i'O'b'j'· •• O'n') 
i j k i' j' k' 

~ II··· III··· I «(Jai(Jbj··· (Jdk)«(Ja'i'(Jb'j'··· O'n') 
i j k i' j' k' 

= /\II···IO'aiO'bj···O'dk/\ 
i j k 

X /~~'.'~O' (J ".(J \ \7t f a'i' b'j' d'k'/ 

= (SV)(SA), (4.12) 

where we have used the inequality of Kelly and 
Sherman, which is (4.7) for the case Pi = 1 for all i 
(spin-! particles), in order to obtain the inequality in 
(4.12). 

Note that the possibility of infinite values for H­
either because some of the J" are infinite, or because of 
summing over an infinite number of finite JIJ-causes 
no difficulty. In particular, H is always noninfinite 
if S, = Pi for allj, and thus Z in (2.11) and (2.12) does 
not vanish. 

c. Theorem of Lee and Yang on Zeros of the 
Partition Function 

Theorem 2: If the Ji ; in the Hamiltonian (4.6) satisfy 
(4.5), the zeros of the partition function (2.11), a 
polynomial in the variable 

(4.13) 

lie on the unit circle Izl = 1 in the complex z plane. 

Proof" With the help of a ferromagnetic pair weight 
function, the analog Hamiltonian corresponding to 
(4.6) may be expressed in the form7 

H = - L. JI%(1(O'I%O'(1 - 1) - Je I (0'1% - 1), (4.14) 
1%<(1 1% 

with the JI%(1 in the range [0, 00]. Lee and y ang5 have 
shown that under these circumstances the zeros of the 
analog partition function regarded as a function of z 
lie on the circle Izl = 1. But, of course, the original and 
analog systems have identical partition functions 
(2.11 ). 

D. Phase Transitions 

Assume that Pi = P is the same for all Ising particles 
and define the normalized spin variables 

Si = Si/P· 

Let the Hamiltonian 7 be 

( 4.15) 

wh~re the scaling factors r1 and r2 are always assumed 
to be positive. We shall employ the special weight 
functions defined by (3.1) and (3.10), and in place of 
(2.8) write 

Sj = ui + Vi = p-
1

IO'ik + P-1
L.O'ik' (4.17) 

k<O k>O 

that is, Uj represents the spins in the cluster which are 
"locked together" by the weight functions. It can take 
on the values ±q, where q = t or (p + l)/2p for p 
even or odd, respectively. 

Let 
M1!(r1' r2) = (SI) = (uI) + (VI) (4.18) 

be the "magnetization" of a particular particle I. 
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Theorem 3: Provided the Jii and :rei in (4.16) are all 
nonnegative, 

tM1(r1/4, r2/2) S Mp(r1' r2) S M1(r1, r2), (4.19) 

where M1 is the value of (SL) in the case p = 1 (spin-t 
particles). 

Proof' We shall make essential use of the fact that 
in the analog system the (aa) are all nonnegative and 
monotone nondecreasing functions of the JA in (4.9), 
provided these are all nonnegative-a consequence of 
the inequality (4.7), and worked out for the restricted 
class of Hamiltonian considered here in Ref. 4. These 
JA include both terms arising from the Jii and :rei in 
(4.16) and also the Ki/ which appear in the weight 
functions (2.6). Thus, if the Kii are increased to 
infinity in each cluster, (SL) cannot decrease. But this 
locks together all the spins in a cluster, so that Si can 
only take the values ± 1, and (4.16) becomes the 
Hamiltonian for a system of spino! particles (p = I). 
This establishes the second inequality in (4.19). 

To establish the first inequality, insert (4.17) in 
(4.16) and use (2.9) to obtain the analog Hamiltonian7 : 

fI = -'1 ~ Ji/UiU j - q2) - '2 I :reiUi 
is:: j 

- {rl~< Jij[UiV j + UjVi + ViV j + q2 - 1] 
'_3 

+ '2 ~ XiVi } - (3-1 I In Wj • (4.20) 
, 3 

Define a new Hamiltonian fI' by replacing by zero all 
terms in curly brackets in (4.20) and also all Kij in the 
weight functions except those which lock together the 
spins in each Uk' Since Uk can only take the values ±q, 
let us write 

(4.21) 
and 

fI'= -r1q2IJikVjj-l)-r2q~:reiai' (4.22) 
i:5,j 

Since fI' is obtained from fI by reducing various of the 
JA to zero, it is clear that (uL)' in the new system is a 
lower bound for (uL) in the original system, which is, 
in turn, a lower bound for M p' However, (4.22) is 
identical with (4.16) when p = I, apart from changes 
in the scaling factors. These two observations, to­
gether with q ~ t, establish the first inequality in 
( 4.19). 

If r2 = 0, M p always vanishes because (4.16) is then 
unchanged if all the Si are replaced by -Si' However, 
if one evaluates Mp = (SL) in the limit of an infinite 

• Of course, as long as (2.3) is satisfied, Mp will be independent of 
the K;;, but we have in mind variations of the latter which will 
alter the left side of (2.3). 

system with r2 > 0 and then takes the limit r2 -->- 0, it 
may happen that Mp in this limit is positive (we 
assume :rei ~ 0). If this is the case, the system is said 
to exhibit a "spontaneous magnetization." 10 There 
are a number of cases where Ising ferro magnets of 
spino! are known to exhibit a spontaneous magnetiza­
tion at temperatures T < ToC1), the Curie tempera­
ture, and no spontaneous magnetization at higher 
temperatures,u In these cases, (4. 19) implies that the 
corresponding spin-p/2 ferromagnet has a Curie 
temperature Tc(P) in the range 

(4.23) 

provided the values of Jii are the same in both cases, 
with the normalization used in (4.16). 

E. The Infinite-Spin (Classical) Limit 

The continuous variables Xi for a system of n 
"infinite-spin" or "classical" Ising particles take on 
values in the range -1 S Xi S l. We shaH assume a 
Hamiltonian 

H* = - I JI'XI' + const, 
I' 

(4.24) 

where the sum is over multiplicity functions, and 
xl' is defined in analogy with SI' III (4.3a). In the 
ferromagnetic case we require 

Os JI' < 00 (4.25) 

(infinite values are not permitted) and, if JI' > 0 for an 
infinite number of multiplicity functions, we shall 
further demand that 

(4.26) 

to insure that the convergence of (4.24) is uniform. 
The partition function and the thermal average of a 
continuous function F are defined by 

z* =f1 dXlf1 dX2 .. ·f1 dxne-PH ·, 
-1 -1 -1 

(4.27) 

(F>* = J:1dX1 .. . {11dXnF(X1 ... xn)e-m*/Z*. (4.28) 

We wish to regard the infinite-spin case as a limit 
of systems with finite spin. Consider n Ising particles 

10 There are a number of subtleties involved in the definition of 
spontaneous magnetization; see the discussion in R. B. Griffiths, 
Phys. Rev. 152,240 (1966). 

11 In addition to the well-known case of nearest-neighbor inter­
action on a square lattice, for which the magnetization has been 
calculated by C. N. Yang [phys. Rev. 85, 808 (1952), but see the 
comments in T. D. Schultz, D. C. Mattis, and E. H. Lieb, Rev. Mod. 
Phys. 36, 856 (1964), especially p. 870], rigorous results are also 
known for some three-dimensional lattices: c.-y. Weng, R. B. 
Griffiths, and M. E. Fisher, Phys. Rev. 162, 475 (1967); M. E. 
Fisher, Phys. Rev. 162,480 (1967); R. B. Griffiths, Commun. Math. 
Phys. 6, 121 (1967). 
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of spin p/2 with variables Si defined by (4.15) and 
SIl in analogy with (4.3a). The Hamiltonian is 

Hp = -IJ/ls/l, (4.29) 

while the partition function Z1' and the thermal average 
(F)1' are defined as in (2.11) and (2.12). 

Theorem 4: If the JIl satisfy (4.25) and (4.26), then 

lim (~)nz1' = Z* > 0 
1'-+00 P 

(4.30) 

and, if F is a continuous function, 

lim (F)p = (F)*. (4.31) 
1'-+ 00 

The theorem is, of course, no more than the 
observation that Riemann integrals are the limits of 
approximating sums. Nonetheless, it is useful to write 
it down, since it has some interesting consequences: 

Corollary 4.1: When conditions (4.25) and (4.26) are 
satisfied and v and A are multiplicity functions, 

(4.32) 

The result is obtained by combining Theorems I and 4. 

Corollary 4.2: The bounds (4.19) and (4.23) also 
apply in the limit p --+ 00, with Si replaced everywhere 
by Xi in (4.16), provided none of the Jii are infinite. 

The second corollary, in particular, is interesting, 
since it provides a proof that on a square or simple 

cubic lattice, the infinite-spin model with nearest­
neighbor interactions exhibits a spontaneous magneti­
zation at sufficiently low temperatures. This result, 
while it is not particularly surprising, has not (we 
believe) hitherto been proved in a rigorous fashion. 
It is possible that one might work out a direct proof 
in analogy with the Peierls argument12 for the spin-l 
case and gain additional insight into the mechanism 
of the phase transition, but thus far we have not 
succeeded. 

5. CONCLUSION 

One of the outstanding problems in statistical 
mechanics at the present time is the extent to which the 
many interesting results in the theory of phase 
transitions for the spin-l Ising model are specific to 
this model and to what extent they have a more 
general application. We believe our results represent a 
very modest beginning in answering this question for 
the particular features of the Ising model with which 
we have been concerned. The representations of 
Ising particles with spin greater than t in terms of 
those with spin t seems to be a useful tool and may 
well have applications outside of those we have dis­
cussed. 
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It is shown that the 10 gravitationally-conserved quantities defined in asymptotically flat, empty, space­
times are, when suitably modified, also conserved in asymptotically flat Einstein-Maxwell space-times. 
Furthermore, the implied selection rules for transitions between stationary Einstein-Maxwell states 
are the same as those in the pure gravitational case. 

I. INTRODUCTION 

It has recently been shown1.2 that in Einstein 
vacuum gravitational theory there are ten quantities, 
defined for asymptotically flat space-times, which are 
absolutely conserved. In the Einstein-Maxwell theory 
there are six conserved quantities which are the 
analogs of the above for the Maxwell field. In a 
stationary vacuum field, these ten conserved quantities 
can be expressed as certain combinations of the mass, 
dipole, and quadrupole moments. This fact leads to a 
selection rule for purely gravitational transitions 
between stationary states, namely, that if a field is 
initially stationary and then becomes radiative, if it 
is ever to become stationary again, the combination 
of moments mentioned above must return to its 
original value. 

The purpose of this paper is to show that in 
asymptotically flat Einstein-Maxwell space-times there 
are 16 conserved quantities-the six mentioned in 
Refs. 1 and 2 and, in addition, ten which are closely 
related to the ten conserved quantities in the pure 
gravitational case. In stationary states, these ten 
quantities reduce to the same combination of moments 
as in the vacuum case. Thus, we have the same selec­
tion rules for transitions between stationary Einstein­
MllXwell states as for vacuum states with additional 
selection rules arising from the six Maxwell conserved 
quantities. 

II. ASYMPTOTIC BEHAVIOR 

The conservation laws reported in Refs. 1 and 2 
were arrived at by consideration of the asymptotic 

* Work supported, in part, by the Aerospace Research Labora­
tories, Office of Aerospace Research, U.S. Air Force. 

t Andrew Mellon Fellow. Present address: The University of 
Texas, Austin, Texas. 

t This work was done while the author was at Yeshiva and 
Princeton Universities. 

1 E. Newman and R. Penrose, Phys. Rev. Letters 15, 231 (1965). 
2 E. Newman and R. Penrose, Proc. Roy. Soc. (London) 305, 175 

(1968). 

behavior of the fields in question. We shall, therefore, 
investigate the asymptotic behavior of the Einstein­
Maxwell field using the method of Newman-Unti 
(N-U).3 We adopt essentially4 the same coordinate 
and tetrad conditions used there, where, of course, 
we use the field equations and Bianchi Identities 
appropriate to the Einstein-Maxwell field as given 
by Newman and Penrose. 5 Using the results of 
Kozarzewski6 for the asymptotic behavior of the spin 
coefficients and the peeling-off property of the fields, 
one obtains by the method of N-U the following 
asymptotic form for the Einstein-Maxwell field. If 

"Po = "Pgr-5 + "P~e6 + O(e7
), (1) 

CPo = cpge3 + cp~r-4 + O(e5), (2) 

and the various u, (), cp derivatives of these expressions 
also hold, then 

"PI = "P~e4 + (i5"Pg + 3;P~cpg)e5 + O(e6), (3) 

"P2 = "P~r-3 + (i5"P~ + 2cp~;P~)r-4 + O(e5), (4) 

3 E. Newman and T. Unti, J. Math. Phys. 3, 891 (1962). 
• Some slight changes in the notation from that of Refs. 3 and 8 

are being introduced here (and in Ref. 2), although agreement with 
Ref. 7 is being maintained. This results in a somewhat simplified 
appearance of most of the equations; in particular, the removal of 
all factors of (2)!. To emphasize that the notation has been altered 
from that of Refs. 3 and 8, the retarded time and radial coordinates, 
respectively, are being denoted here by u and r, with lower case 
!p's for the Weyl tensor components. Indicating by primed letters 
those quantities defined in Refs. 3, 8, the translation to the present 
notation is achieved by 

u' = 2tu, r' = 2-t r, Ill' = 2t /ll, mil' = mil, nil' = 2-tnll; 

thus, we have 

'Y~ = 2!12-nl!pn, '1"::,' = 2-tI3-ml!p::', 'Y::,' = 2-tIHmlti'::', 

<D~ = 2!(1-n>q:,n, <1>:' = 2-i(2+ffl)4>': , <1>:' = 2-i(3+m)4>': , 

a' = 2ta, aO' = 2-tao, aO' = lao, o-J' = 2-io-", 

p' = 2i p, ;' = T, rx.' = IX, OCo' = 2- f tX°, {3' = (J, 

y' = 2-t y, )" = 2- t )" ft' = 2-t ft, v' = !v, 

1;" = 1;', X,' = 2- tX', w' = 2- t w, U' = !U. 

S E. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962); 4, 
998 (1963). 

• B. Kozarzewski, Acta Phys. Polon. 27, 775 (1965). 
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'1'3 = 'I'~r-2 + (8'1'~ + 4>~cp~)r-3 + O(r-4), 

'1'4 = 'I'~r-1 + (8'1'~)C2 + O(r-3), 

CP1 = cp~r-2 + 8cpge3 + O( r-4), 

CP2 = cp~r-:-1 + 8cp~r-2 + O(e3
), 

p = _e1 _ ()'oO'Oc 3 + O(r-5), 

()' = ()'Or-2 + (ijO()'02 _ i'l'g)r-4 + O(r-5), 

(5) 

(6) 

(7) 

(S) 

(9) 

(10) 

ex = exOC1 + ao~Or-2,+ ()'°aDexOr-3 + O(r-4), (11) 

{J = _~Or-1 - ()'°exOr-2 - «)'OijO~O + i'l'~)e3 + O(r-4), 

(12) 

T = -i'l'~r-3 
+ Hi()'°tjj~ - 8'1'g - 4cp~4>rJr-4 + O(r-5), (13) 

A. = (JDr-1 + ijOe2 

+ «)'°Boao + iO'°'l'g -i4>gcpg)e3 + O(r-4), (14) 

ft = _r-1 - «)'oao + 'I'g)r-2 

- «)'oijo + i8'1'~ + cp~4>~)r-3 + o(e4), (15) 

'Y = -i'l'gr-2 

_ t(28'1'~ - ex°'l'~ + ~0tjj~ + 6cp~4>~)e3 + o(e4), 
(16) 

v = - tpgr-1 - (l~tpg + 4>~cpg)r-2 + O(r-3), (17) 

U = -1 - t(tpg + tjjg)e1 

- t(i5'1'~ + iStjj~ + 6cp~4>~)r-2 + o(r-3
), (lS) 

X 3 + iX4 sin () = i'l'~e3 + O(r-4), (19) 

X 3 and X4 being real, 

e = t-1 - ()'°r-2 + ()'0ijOe3 + O(r-4), (20a) 

_i~4 sin () = t-1 + ()'°r-2 + ()'0O'Or-3 + O(e4
), (20b) 

w = _8()'°r-1 + «)'oiSijo - !'I'~)e2 + O(t-3
), 

(21) 

where 
exO = -! cot (), (22) 

'I'g - tjjg = ~2()'0 - iS 2O'O + 0'06'0 - a°()'o, (23) 

'I'~ = MO, (24) 

° '-'0 'I'4=-()" (25) 
In the above, the "surfaces at infinity" (t = 00, 

II = const) have been chosen to be spheres with the 
usual angular coordinates (), rp. [Actually only Eqs. 
(19), (20), and (22) depend on the choice of angular 
coordinates.] The 0 notation of Newman-Penrose7 

7 E. Newman and R. Penrose, J. Math. Phys. 7, 863 (1966). 

has also been used. Further terms could easily be 
calculated. The time development of the solution is 
determined (with the dot denoting a/au) by 

ljIg + is'I'~ - 3()'°'l'~ - 3cpg4>~ = 0, 

ljI~ - 4~«)'°tp~) + ~iStpg + 44>~iScpg 

-S()'ocp~4>~ - 4cp~4>g = 0, 

ljI~ + iStpg - 2()'°'l'~ - 2cp~4>g = 0, 

ljIg + otp~ - (10tp~ - cP~4>g = 0, 

¢g + iScp~ - ()'0cpg = 0, 

¢~ + ~iScpg - 28( ()'o cp~) = 0, 

(26) 

(27) 

(2S) 

(29) 

(30) 

(31) 

¢~ + iScpg = 0, (32) 

and the corresponding equations [see Eqs. (56), (57)] 
for the remaining ljI;:, ¢'g'. 

In these equations the quantities 'I''g', cp;: (m = 
0,1,2,"'), 'I'~, 'I'g + tjjg, cp~, as functions of(), rp, 
and the quantities uD and cpg as functions of ll, (), rp 
are regarded as the given initial data with the remain­
ing quantities expressed in terms of them. Thus, the 
data needed to determine a solution of the Einstein­
Maxwell equations is the null-surface data for the 
Einstein vacuum equations together with the null­
surface data for the flat-space Maxwell equations.s 

Also, the asymptotic symmetry group is just the 
Bondi-Metzner-Sachs (B.M.S.) group.9.7 

We shall make use here of the results established 
in Ref. 2 on the spin weight of each of the tp's and cp's, 
the expansion of a spin-weighted quantity in series of 
spin-s spherical harmonics7 and some properties of is. 
In particular, the relations 

f. Y.,m8t} dS = 0 and f. Y.,miSCP dS = 0 (33) 

will be of great value here, where t} is any quantity of 
spin weight s + 1 and cp is any quantity of spin weight 
-s - 1 defined on the «(), rp) sphere and dS = 
d() sin () drp. [One way to prove Eq. (33) is to integrate 
by parts and use the fact7 that is. Y •. m = 0.] 

As an example of the techniques to be used, the 
generalized Bondi-Sachs mass-loss theorem for the 
Einstein-Maxwell theorylO.l1 can be easily obtained. 
The expression 

M = - IoYo.o(tp~ + ()'oaO) dS (34) 

defines, up to a numerical factor, the Bondi-Sachs 

8 A. Janis and E. Newman, J. Math. Phys. 6, 902 (1965). 
9 R. K. Sachs, Phys. Rev. 128,2851 (1962). 
10 T. Morgan and J. Winicour, Bull. Am. Phys. Soc. 9, 424 (1964). 
11 R. Penrose, Phys. Rev. Letters 10, 66 (1963); in Relativity, 

Groups and Topology, C. DeWitt and B. DeWitt, Eds. (Gordon and 
Breach, Science Publishers, New York, 1964). 
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total mass12,13 at retarded time u. (Of course, 0 Yo,o = 
t7T-!.) This M is real by Eq. (23) since 

f oYO,o152ijo dS = O. 

From Eq. (29) we get 

!If = - f 0 Yo,o( 0'0 0'0 + e/>g~~) dS + I 0 Yo,o15""g dS. (35) 

The last term on the right vanishes (""g having spin 
weight -1), so if we integrate over u from Uo to U1 

(u1 > uo) and use the fact that O'°ao + e/>g~g is non­
negative, we obtain 

MI~~ S O. 

The Newman-Unti mass3 

-f oYo,o Re ""g dS 

differs from M only when 0'0 -:;6 0, so in any transition 
between states with 0'0 = 0 (e.g., between states 
stationary in the chosen coordinate system), this mass 
will likewise decrease. 

III. CONSERVATION LAWS 

Using Eqs. (31) and (32), we can easily obtain the 
conservation laws associated with the Maxwell field. 
To obtain the equation of charge conservation we 
multiply Eq. (32) by oYo,o and integrate over the 
sphere to obtain 

:u foYo,oe/>~ dS = - foYo,o15c/>g dS. (36) 

By Eq. (33), the right side of this equation vanishes 
and we have 

e == f oYo,oc/>~ dS = const. (37) 

This is proportional to the charge (+ i x "magnetic 
charge"). A similar thing can now be done to Eq. (31), 
namely, multiply it by 1 Yl.m and integrate over the 
sphere to obtain 

d f -,1.1 f - -du 1 Y1,m'f'0 dS = 1 Yl,m15A dS, (38) 

where A == - bc/>g + 2(J'°c/>~ is a quantity of spin weight 
2. Again, by Eq. (33), the right side vanishes and we 
have 

F m == f 1 fl,mc/>~ dS = const. (39) 

The real and imaginary parts of F_l' Fo, Fl are the 

12 H. Bondi, M. G. J. van der Burg, and A. W. K. Metzner, Proc. 
Roy. Soc. (London) A269, 21 (1962). 

13 R. K. Sachs, Proc. Roy. Soc. (London) A270, 103 (1962). 

six conserved quantities for the Maxwell field 
described earlier,1.2 which in flat space-time would 
be associated with the presence of incoming electro­
magnetic radiation. 

One can obtain the ten conserved quantities associ­
ated with the gravitational field by considering Eq. 
(27), which we write as 

1jJ~ - 48«(J'0",,~) + 815""g + 4R = 0, (40) 

where 

R == ~~15e/>g - 2(J'°e/>~~~ - c/>~~g. (41) 

We first note that if e/> is a quantity of nonnegative 

spin weight s, then a unique inverse to the operation 15 
can be defined on this quantity if and only if14 

f s fs,me/> dS = O. (42) 

This can be seen by expanding e/> in a series of spin-s 

spherical harmonics and using the properties of 15. 
Thus, one can uniquely define 

where 

(43) 
and 

+1 

F == I Fm1Y1,m' (44) 
m=-1 

The explicit expression for these quantities in an 
expansion in spin-s spherical harmonics is 

GO I 

~-1(~~ _ it) = -II aim lYz,m (45) 
1=1 m=-I [1(1 + 1)]! 

and 
GO I f3 

&-1(,1.1 _ F) = _ '" '" 1m y; 
'f'0 £.. £.. 1 2 I,m' 

1=2 m=-l [(I - 1)(1 + 2)]~ 
(46) 

where 

14 More generally, for an arbitrary 1>, we can define linear opera­
tors 15t and ~t -the "generalized inverses" of 15, ~, respectively-by 

15% Y1,m = (/ - s + l)-!(/ + s);-31 Y"m, if -s < I, 
= 0, if -s = /, 

~! Y"m = -(1- s)-t(/ + s + l);-}1 Y"m, if s < I, 
= 0, if s = I. 

These satisfy Mt15 == 15, 15tMt == 15t, 15t15 == iTht, Mt == ~t~, 
j5j5tj5 == 15, ijtMt == ~t. [Compare R. Penrose, Proc. Cambridge 
Phil. Soc. 51, 406 (1955), for the case of matrix generalized inverses.] 
The expressions j5-1(¢~ - E) and E-1(1)~ - F) used here can then be 
written concisely as Et¢~ and Et ¢~ . 
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and 

(JIm == rYI,m4>~dS. 
Using these results and also Eqs. (31), (32), and (41), 
we obtain 

R = .!!...- [F6-1( I~ - E) - ~~6-\ 4>~ - F)] 
du .'1-' 

- 6[~~5-1(4)~ - F)]. (47) 

Then Eq. (40) can be rewritten as 

.!!...- [1p~ + 4F6-\~~ - E) - 4~~6-1(4)~ - F)] = 6Q, 
du 

(48) 

where Q stands for an expression of spin weight 3. 
Hence, by Eq. (33), if we multiply by 2 Y2.m and 
integrate over the sphere, we obtain 

Gm == J2Y2,m[1p~ + 4F5-1(~~ - E) 

- 4~~5-1( 4>~ - F)] dS = const. (49) 

The real and imaginary parts of G_2 , G_1 , Go, G1 , 

G2 thus define ten conserved quantities for asymptotic­
ally flat Einstein-Maxwell fields. They are the same 
as the N-P gravitationally conserved quantities when 
the Maxwell field vanishes. Note that we can rewrite 
(49) in the alternative form 

Gm == J2Y2,m[1p~ + 44>~5-1(~~ - E) 

- 4E5-1(4)~ - F)] dS; (SO) 

the difference in the integrands in (49) and (SO) being 

of the form 2 Y2.m5(~-1At>-lB). If we add (49) to (SO), 
we get a third, more symmetrical, expression 

Gm == J2Y2,m[1p~ + 2(4)~ + F)6-\~~ - E) 

- 2(~~ + E)6-1(4)~ - F)] dS. (S1) 

The quantities G m' F m are invariant also under the 
supertranslations of the B.M.S. group. This does not 
follow from the argument given above, but the result 
can be obtained by use of an alternative technique.15 •2 

The full details of this argument will be given else­
where; in the case of F m' the argument is given in its 
essentials in Ref. 2. For part of the argument of the 
next section, we shall, in fact, require this super­
translation invariance of the G m and F m' so we shall 
have to assume this result here. 

15 R. Penrose, in Relativity Theory and Astrophysics, J. Ehlers, Ed. 
(American Mathematical Society, Providence, R.I., 1967), Vo\. VIII. 

We propose to establish a connection between the 
G m' F m and multipole moments of the fields in sta­
tionary states. This will then define "selection rules" 
for transitions between such states. Now, by an 
argument given in Ref. 2, we can show that, for any 
stationary system, allowable coordinates can be 
chosen so that aO = 0 and for which there is no u 
dependence. Then we shall have 4>~ = ° [see Eq. (29)]. 
We can always obtain such coordinates by applying a 
B.M.S. transformation to the coordinates of any 
allowable N-U stationary system. (This may involve 
a supertranslation, however, so that the indentification 
of the F m' G m strictly requires their aforementioned 
supertranslation invariance.) Equations (31) and (30) 
now become 

6154>g = 0, whence 154>g:= 0, 

154>~ = 0. (S2) 

These can be immediately integrated, yielding 

+1 

4>g = I Am 1Y1,m' 
m~-1 

4>~ = e oyo,o. (S3) 

Now, using this result, Eqs. (28), (27), and (26) 
become 

151p~ = 0, 

6151pg = 0, whence i51pg = 0, 

151p~ = 0, 
which integrate to 

1p~ = -M oYo,o = Vi~, 
+2 

1pg = I Bm 2Y2,m' 
m~-2 

+1 

1p~ = I em 1Y1,m' 
m~-1 

(S4) 

(SS) 

In order to determine the angular dependence of 
1p~ and 4>~, it is necessary to obtain the equations for 
the time development of 1p~ and 4>~. This can be done 
by a straightforward but tedious calculation along the 
same lines as was used to obtain Eqs. (26) to (32), 
yielding 

tj,~ = - H5i51p~ + 61p~ + lS1pg1pg - 1 01p~1p~ 
+ 6~~i54>~ - 2(io~gi54>g] + n, (S6) 

where n is a quantity that vanishes when 

a
O 

= 4>~ = ° 
and 

¢~ == -H5i5c/>~ + 44>~ + 3(1p~ + Vig)4>Z - 41p~4>~] + n, 
(S7) 

where n is a quantity that vanishes when aO = 4>~ = 0. 
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In the stationary case with the above choice of 
coordinates, Eq. (57) yields 

gi5<fo~ + 4<fo~ = 4",~<fo~ - 6",g<fog. (58) 

This can be integrated by noting that the right side can 
be expressed as a sum over 1 Y1,m and then using the 
properties of ~t5 on a quantity of spin weight 1 to 
obtain 

+2 

<fo~ = ! D", lY2.m + H, 
m=-2 

where 

H = <fo~",~ - tV'g<fo~· 
The Maxwell conserved quantities are 

F", = flYl.mH dS 

[and, in fact, H = F; see (44)], 

(59) 

(60) 

The e, em, M, and Am are, respectively, propor­
tional to the electric (+i x magnetic) charge, mass 
dipole moment (+i x angular momentum), mass, 
and electric (+i x magnetic) dipole moment. Thus 
for stationary fields, the Maxwell conserved quantities 
are explicit quadratic expressions in these 4 moments. 
(In fact, essentially: mass X electric dipole­
charge x gravitational dipole; this being an origin­
independent expression.) 

Finally, to obtain an expression for "'~ in stationary 
states, we use Eq. (56) (noting that t5<fo~ = 0) to obtain 

gt5",~ + 6",~ = 10(",~)2 - 15",~'11'~ - 6~~t5<fo~. (61) 

This can be integrated by noting that the right side 
can be expressed as a sum over 2 Y2,m and using the 
properties of"Et5 to obtain 

"'~ = ! J m 2 Y3,m + :H ",~)2 - t"'~"'~ - ~~t5~~. (62) 
m 

We can now use these expressions to evaluate the 
conserved quantities in stationary states. From Eqs. 
(45) and (46) we have that in stationary states 

g-l(~~ _ E) = 0 
and 

'" 
and, thus, Eq. (51) becomes 

Gm = f2Y2,m{"'~ + ~~i5<foM dS, (64) 

which yields by Eq. (62) 

G", = rY2,mK dS, (65) 

where 

K = t( ",~)2 - t",~",g. 

Thus, in stationary states, the conserved quantities 
can be expressed as exactly the same combination of 
the mass, dipole moment, and quadrupole moment 
as in the gravitational case. This means that the 
implied selection rules for the transitions between sta­
tionary states of the Einstein-Maxwell field are the same 
as those between stationary states of the vacuum 
gravitational field but with additional selection rules 
imposed by the Maxwell conserved quantities [Eq. 
(60)]. Whether or not transitions between exactly 
.ltationary states16 are possible at all, however, even 
when K and H are both unaltered, remains an open 
question at present. 

16 It seems unlikely that transitions between two different states 
can ever be achieved if each is to be without time dependence and 
with aO = 0 in the same coordinate system. This is indicated by some 
work of Unti on axially symmetric vacuum fields. Thus, it is import­
ant that we have supertransiation invariance for the Fm and Gm, 
for the above selection rules to have any content. 
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Calculation of Wigner and Racah coefficients for the group SU(4) ::::> [SU(2) X SU(2)] make it 
possible to perform the spin-isospin sums in the cfp (fractional parentage coefficients) expansion of the 
matrix elements of one- and two-body operators in the Wigner supermultiplet scheme. The SU(4) 
coefficients needed to evaluate one- and two-particle cfp's, the matrix elements of one-body operators, 
and the diagonal matrix elements of two-body operators are calculated in general algebraic form for 
many-particle states characterized by the SU(4) irreducible representations [yyO) , [y y - 10), [yyl), 
[yll), [y y - 1 Y - 1], [yl0], [yy y - 1], [yOO), and [yyy], whose states are specified completely by the 
spin and isospin quantum numbers (y = arbitrary integer). Applications are made to the calculation of 
the matrix elements of the complete space-scalar part of the Coulomb interaction and the space-scalar 
part of the particle-hole interaction for nucleons in different major oscillator shells. 

1. INTRODUCTION 

Since the decomposition of a many-nucleon wave­
function into its space times its spin-isospin part forms 
a good starting basis for shell-model calculations for 
many nuclei up to and through the first half of the 
2s, ld shell, a detailed study of the Wigner super­
multiplet scheme may still be in order, more than 30 
years after the classic workl of Wigner, in which he 
first introduced the concept of spin-isospin super­
multiplets and classified the many-nucleon spin­
isospin wavefunctions according to the irreducible 
representations of the group SU(4). The recognition 
that the spin-isospin part of the' one- and several­
particle fractional parentage coefficients (cfp)2 can be 
identified with simple Wigner coefficients for the 
group SU(4) leads to the possibility of performing 
spin-isospin cfp sums in a general way. In all nuclear 
matrix elements, the dependence on the Wigner 
supermultiplet quantum numbers, total spin, and 
isospin can thus be expressed directly by factors which 
are given simply in terms of SU(4) Wigner and 
Racah coefficients. Because of recent general interest 
in the unitary groups, much detailed work3- s has been 
carried out on the groups U(n). In particular, Bieden­
harn and Louck3 have shown that complete algebraic 
formulas for the matrix elements of elementary oper­
ators (needed for the calculation of many-particle 
cfp's) can be read off at once from patterns 

• Supported by the U.S. Office of Naval Research, Contract Nonr. 
1224(59). 

t Present address: Physics Dept., University of Pennsylvania, 
Philadelphia, Pennsylvania. 

1 E. P. Wigner, Phys. Rev. 51, 106 (1937). 
• H. A. Jahn and H. van Wieringen, Proc. Roy. Soc. (London) 

A209, 502 (1951). 
8 L. C. Biedenharn and J. D. Louck, Commun. Math. Phys. 8, 89 

(1968). 
• M. Moshinsky, in Group Theory and the Many Body Problem, 

E. Meeron, Ed. (Gordon and Breach, Science Publishers, New York, 
1966). 

• P. Carruthers, Introduction to Unitary Symmetry (Interscience 
Publishers, Inc., New York, 1966). 

assigned to these operators by means of a so-called 
pattern calculus. Unfortunately, these results cannot 
be applied to the Wigner supermultiplet scheme, since 
they apply only if the symmetry classification is given 
by the canonical chain of unitary groups, such as 
U(4) ~ 'u(3) ~ U(2) ~ U(1). (In the classification 
scheme based on a canonical chain of subgroups, the 
states of a given irreducible representation are com­
pletely specified by the representation labels of all the 
subgroups in the chain.) Unfortunately, the group 
chains of actual physical interest in spectroscopy 
rarely coincide with these mathematically natural or 
canonical chains. In the Wigner supermultiplet classi­
fication, the physics dictates that the representations 
of SU(4) be reduced according to the subgroup 
SU(2) x SU(2), where the direct product of the two 
SU(2) groups is generated by the commuting spin and 
isospin operators. Neither of these is related to the 
group U(2) in the canonical chain. Since the group 
SU(4) and the 6-dimensional rotation group 0(6) have 
Lie algebras of identical structure, the Wigner super­
multiplet scheme can also be considered from the 
point of view of the group 0(6). The canonical group 
chain 0(6) ~ 0(5) ~ 0(4) ~ 0(3) ~ 0(2) is again 
not the physically relevant one. Although either 
ordinary spin or isospin can be put into correspond­
ence with the representations of the group 0(3) in this 
chain, the other is not a good quantum number in this 
canonical classification scheme for 0(6). The calcu­
lation of the needed supermultiplet Wigner coefficients 
must thus proceed from the specific properties of the 
group chain SU(4) ::::J [SU(2) x SU(2)]. Such calcu­
lations are complicated by the state-labeling problem. 
In the most general irreducible representation of SU(4) , 
the states are not completely specified by the spin and 
isospin quantum numbers alone. Although the addi­
tional operators needed for a complete classification 
of the states of a supermultiplet have been constructed 

1571 
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by Moshinsky and Nagel,6 the algebraic structure of 
the eigenvectors associated with such operators is 
rather complicated and makes it very difficult to derive 
general algebraic formulas for the Wigner coefficients 
for the group SU(4) ::J [SU(2) X SU(2)], valid for 
all irreducible representations.' With relatively few 
exceptions, however, the SU(4) representations of 
practical importance for shell-model calculations can 
be shown to fall into a few simple classes in which 
states of a given spin-isospin (S, T) occur at most 
once. By restricting the discussion to those irreduc­
ible representations in which all states are specified 
completely by the spin and isospin quantum numbers, 
it is possible to give general algebraic formulas for the 
SU(4) Wigner and Racah coefficients needed to 
exploit to the fullest the properties of the group SU(4) 
in the study of nuclei. By restricting the irreducible 
representations to those of the above type, a further 
simplification is achieved in connection with the 
multiplicity problem associated with the fact that 
Kronecker products of two SU(4) representations are, 
in general, not simply reducible. For the irreducible 
representations of the above type and the Kronecker 
products which occur in nuclear model calculations, 
these multiplicities are never greater than two. 

Our general approach is similar to that of a recent 
contribution by Kukulin, Smirnov, and Majling8 on 
the Racah algebra of SU(4). However, the aim of the 
present work is quite different insofar as it attempts to 
give explicit formulas, in general algebraic form, for 
most of the SU(4) coefficients needed in shell model 
studies. The aim is not only to facilitate calculations 
but to derive explicit algebraic formulas which make it 
possible to study general trends in the dependence of 
nuclear matrix elements on the Wigner supermulti­
plet, spin, and isospin quantum numbers. 

To establish the notation, a review of the properties 
of SU(4) and the supermultiplet scheme is given in 
Sec. 2. In Sec. 3 the irreducible representations which 
are completely specified by the spin and isospin 
quantum numbers are identified. Explicit constructions 
are given for their state vectors in terms of a sequence 
of step-down operators acting on the state of highest 
weight. In Sec. 4 the general properties of the SU(4) 
Wigner and Racah coefficients are discussed together 
with the methods used in the actual calculation of the 
coefficients required for shell-model studies. Tabula­
tions are given in a set of appendices. Some applica­
tions are given in Sec. 5. Since the discussion is 
restricted to the spin-isospin parts of the many-

6 M. Moshinsky and J. G. Nagel, Phys. Letters 5,173 (1963). 
7 See M. Resnikoff, preprint, SUNY at Buffalo (1968). 
8 V. I. Kukulin, Yu. F. Smirnov, and L. Majling, Nucl. Phys. 

AI03, 681 (1967). 

nucleon wavefunctions, the detailed applications 
necessarily involve the discussion of physical oper­
ators which can be approximated by their complete 
space-scalar parts. The Coulomb interaction, for 
example, is rather insensitive to the details of the 
space parts of the wavefunctions. Matrix elements of 
the space-scalar part of the Coulomb interaction are 
calculated in Sec. 5 in order to study the dependence 
of the Coulomb energy on the Wigner supermultiplet, 
spin, and isospin quantum numbers. 9 Since a space­
scalar approximation to the particle-hole interaction 
may give a good estimate of the full particle-hole 
interaction energy in 25, Id shell nuclei,1O matrix 
elemf'nts for such a particle-hole interaction are 
derived in general algebraic form through the SU(4) 
Wigner coefficients which are tabulated in the appen­
dices. Even if an operator cannot be approximated by 
its complete space-scalar part, the full expression for 
its matrix elements in terms of cfp expansions can be 
simplified since the spin-isospin part of the cfp sum 
can be performed so that the over-all dependence on 
[f], S, and Tis given by the SU(4) Wigner and Racah 
coefficients of the type tabulated in the appendices. 
By extending these techniques to the unitary groups 
needed to classify the space parts of the wavefunctions, 
the full cfp expansions can in principle be summed in 
general. The resultant interplay between the super­
multiplet and spatial quantum numbers will be dis­
cussed in a future publication. 

2. PROPERTIES OF SU(4) AND THE 
SUPERMULTIPLET SCHEME 

2.1. Infinitesimal Operators 

The supermultiplet scheme is based on the four 
spin-charge states of a single nucleon Imsmt ). These 
are 

11) = I+! +!), 12) = I+! -i), 
13) = I-t +t), 14) = I-t -l). (1) 

(Note that the first label indicates the spin, the second 
the isospin quantum number.) These states can also be 
expressed in terms. of the single nucleon-creation 
operators a~i' where 0( stands for the full set of space-' 
quantum numbers, e.g., 0( = nlm!, and i = 1, 2, 3, or 
4 stands for the spin-isospin quantum numbers msmt 
in the sense of Eq. (I), such that 10(, i) = a~i 10). The 
infinitesimal operators which generate the unitary 
transformations in the 4-dimensional space can be 
built from these fermion creation operators and their 

9 K. T. Hecht, NucI. Physics A114, 280 (1968). 
10 K. T. Hecht, P. J. Ellis, and T. Engeland, Phys. Letters 27B, 

479 (1968). 
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TABLE I. The infinitesimal operators (Infin. ops.). 

Infin. SU(4) 
ops. generators 

SO HAn + Au - A33 - Au) 
To HAn - Au + AS3 - Au) 
Eoo(Y) HAn - Au - A33 + Au) 

S+ (1/ V 2)(A13 + Au) 

S_ (1/V2)(A31 + Au) 

T+ (1/V2)(A12 + A,,) 

L (1/V2)(A ol + A43) 

E10 (1/V2)(A13 - A24) 
E_1O (1/V2)(A 31 - Au) 

E01 (1/V2)(A1o - A3.) 

EO- 1 (1/V2)(A21 - Au) 
Ell Au 
E- 1- 1 Au 
E1-1 A23 

E_n AS2 

conjugate annihilation operators: 

A - ~ at a I', J' = 1 ... 4. (2) ii - £., ai ai' 

They contain the three components of the spin 
operator S and the isospin operator T together with 
the nine components of the operator 

E = I (il G't' Ij) a~iaai' (3) 
a.ii 

where G, 't' are the single-particle Pauli spin and 
isospin operators. As a specific example, let us take 

E1- 1 = I (m;m;1 0'+7'_ I m.,mt) a~ms'mt,aamsmt 
ams""mt 

t 
= I aal-laa-H 

a 

(4) 

The 15 operators S, T, and E generate the group 
SU(4). Together with the number operator Nap = 
Ii Aii , they generate the full group U(4). The relation 
between the Aij and the full set of Wigner super­
multiplet operators S, T, E is shown in Table I. The 
components of S, T, and E are all normalized such 
that the structure constants are ± I or O. The com­
mutation relations for the operators follow from the 
anticommutation relations of at and a. They are given 
by 

[Aii' Akl ] = c5 jkAU - c5i1Akj' (5) 

Since the groups SU(4) and 0(6) have Lie algebras of 
identical structure, the 15 infinitesimal operators can 
also be expressed in terms of angular-momentum 

SU(4) irreducible 
0(6) tensor components 

generators (standard phases) 
:l[t] 

'SMS"TMT ) 

J12 T,[:~)~10) 
J56 T,[oo~Ho) 
J34 -TMo1)~!0) 

(1/V2)(J13 + iJ23) -Tm)~!o) 
(1/V2)(J13 - iJ23) T,[;!a, 00) 

(1/V 2)(J45 + iJ46) - T'[0201)Hll 

(1/V2)(J45 - iJ46) T,~OOl) H-ll 

(i/V2)(Ju + iJ24) Tf:n]10) 
(-i/V 2)(J14 - iJ04) - Tf:':~~(10) 
( -i/V2)(J35 + iJ36) THWlll 
(i/V2)(J35 - iJ36) -Tf~~M-11 

H(J15 + iJ2S) + i(J16 + iJ26)] -THWu) 
H(J15 - iJ2.) - i(J16 - iJ26)] - Tf;':~1fl-1I 

H -(J15 + iJ. 5) + i(J16 + iJ. 6)] Tf:U,L1) 
H -(J15 - iJo5) - i(J16 - iJ26)] Tf:':~1111) 

operators Jij (i,j = 1, ... ,6) which generate rota­
tions in a 6-dimensional real space. The specific rela­
tionship is shown in Table I. The spin and isospin 
spaces have been chosen as the (1,2, 3) and (4,5,6) 
3-dimensional subspaces of the full 6-dimensional 
space. 

2.2. Irreducible Representations 

The irreducible representations of the group U(4) 
can be specified by the permutation symmetries of the 
n-nucleon spin-isospin functions. These symmetries 
are characterized by Young tableaux of 4 rows or 
partition numbers [fddaf4] on n objects, where hare 
integers such thatfl + f2 + fa + h = n andf1 '2.f2 '2. 
fa '2. f4 '2. O. The partition number h specifies the 
length of the ith row of the Young tableau. Since a 
totally anti symmetric 4-particle spin-isospin function 
is invariant under unimodular unitary transformations 
in the 4-dimensional space of the single-particle 
states, columns of four can be removed from the 
Young tableaux in restricting the irreducible repre­
sentations to those of the group SU(4). The irreducible 
representations of SU(4) are thus specified by 3-
rowed Young tableaux or the partition numbers 
Lh. - f4, f2 - h, fa - h]· The irreducible representa­
tion labels are often abbreviated by [fl. (For economy 
in writing representations, [yOO], [yyO], and [yyy] will 
sometimes also be denoted by [y], [y2], and [ya], 
respectively.) The irreducible representations of SU(4) 
can also be specified by the highest weights of the 
three commuting operators So, To, Eoo of the rank 3 
group. In an n-particle spin-isospin function of the 
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above symmetry, there can be at most /1 particles in 
state 11); of the remaining particles there can be at 
most/2 particles in state 12); etc. The highest weights 
associated with the operators So, To, Eoo are thus 
given by 

p = Hit + f2 - f3 - h), 

p' = Hfl - f2 + /3 - h), 

P" = Hfl - f2 - f3 + f4), 

(6) 

where P = maximum value of So (and therefore S) 
contained in the representation; P' = maximum value 
of To for a state having So = P; and P" = maximum 
value of Eoo for a state with So = P and To = P'. The 
three supermultiplet quantum numbers (P, P', P") 
also specify the 0(6) irreducible representations 
according to the standard Weyl-Gel'fand labeling 
scheme,u (To avoid confusion, 0(6) quantum num­
bers (P, P', P") will always be enclosed in round 
parentheses, SU(4) quantum numbers [f] by square 
brackets.) 

2.3. State-Labeling Problem 

Since the group SU(4) [or alternately 0(6)] is a 
IS-parameter group of rank 3, the states of a given 
irreducible representation are, in general, specified 
completelyl2 by HIS - 3) or 6 quantum numbers in 
addition to the irreducible representation labels. The 
6 additional quantum numbers could in principle be 
furnished by the irreducible representation labels of all 
the subgroups in one of the canonical subgroup 
chains (Fig. 1). In the chain based on U(4), however, 
neither the spin nor the isospin operators can be put 
~nto correspondence with the subgroup U(2). (Neither 
can I the operato~s. ~_ nor T be identified with A ii , 
i,j = 1,2, or some other pair.) In the chain based on 
0(6) it is possible to identify m3l and m2l with either 
the quantum numbers SMs or TM T' According to 
the specific choice of Table I, m3l = S, m21 = M s , 
but in this scheme the operators T2 and To are not 
diagonal. A complete classification of the state vectors 
for SU(4) ~ [SU(2) x SU(2)] must thus be given by a 
set of 6 commuting operators which must include, 
besides S2, So, T2, To, two additional operators. 
Unfortunately, the eigenvalues of the two additional 
operators cannot be simply related to irreducible 
representation labels of a subgroup of SU(4). In the 
most general irreducible representation of SU(4), the 
algebraic structure of the eigenvectors associated with 
these operators is therefore complicated. Moshinsky 

. 11 I. M. Gel'fan.d, R. A. Minlos, and Z. Ya. Shapiro, Representa­
tIOns of the RotatIOn and Lorentz Groups and their Application (The 
Macmillan Company, New York, 1963), p. 353. 

~. G. Racah, "Group Theory and Spectroscopy," lecture notes, 
PrInceton (1951); CERN reprint 61-8 (1961). 

fl f. f3 f. P pI pH 

m31 mu mss mu m52 

mn mu mu mu 

mu m31 

mil 
(a) (b) 

FIG. 1. Weyl-Gel'fand canonical state labeling schemes based 
on the group chains (a) U(4):::O U(3) :::0 U(2):::O U(I) and (b) 
0(6) :::0 O~5) :::0 l?(4):::O 0(3):::0 0(2). The quantum numbers m,,; 
label the Irreducible representations of U(n) in (a) and O(n) in (b). 
Note that [; == me; and (P, pI, PH) == (m61 , ms., mss)' The m,,; 
satisfy t?~ br~nching rule m,,; ~ m,,_l,; ~ m",i+1' For U(n) the m,,; 
~re POSltiv.e Integers. Fo! O(n) they are positive integers or half­
Integers with the exceptIOn of mil' m •• , and mS3 ' which may be 
negative; for these the branching rule becomes Im2k,kl ~ m.k+1,k' 

and Nagel6 have suggested that the additional oper­
ators be chosen as 

n = SiEiiT;, 

<I> = SiS;EikEik + EkiEkjTiT; 

- f:i;kf:lmnSiE;mEknT!, -(7) 

where i, j,'" stand for Cartesian components 
(rather than the spherical ones of Table I) and 
summation convention is implied by repeated indices. 
Because of the algebraic difficulties involved in the 
eigenvalue problem associated with operators such as 
nand <1>, it has not been possible to derive expressions 
for the Wigner coefficients of the supermultiplet 
scheme in a completely general way. In actual practice, 
however, most of the Wigner supermultiplets of im­
portance for shell-model studies fall into a few special 
classes for which the spin and isospin quantum 
numbers are sufficient for a complete classification. 
The present work will be restricted to the study of such 
irreducible representations. For these the needed 
SU(4) Wigner and Racah coefficients can be calcu­
lated, 

2.4. Construction of State Vectors; Step-Up and 
Step-Down Operators 

In the most general irreducible representation of 
SU(4) , the state vectors (or many-particle spin­
isospin wavefunctions), can be denoted by 

I [flOHP, SMsTMT ), (8) 

where ()) and cp are the eigenvalues of the operators 
nand <1>. In the following sections the discussion will 
be restricted to those irreducible representations for 
which all state vectors are uniquely determined by the 
quantum numbers SMsTMT • For these the quantum 
numbers ()) and cp are redundant, and the state 
vectors can be denoted by 

I [f]SMsTMT )· (9) 

For these representations the full set of state vectors 
can be constructed by a successive application of 
step-down operators acting on the state of highest 
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TABLE II. The step operators 0«/1' 

0 11 = Ell 
1 

001 = E01 + S-B11 So + 1 

1 
0 10 = ElO + LEu To + 1 

1 1 
0 00 = Eoo + S_EI0 So + 1 + T_E01 To + 1 + S_T_En (So + 1)(To + 1) 

0 1- 1 = E1- 1 - T -B10 :0 - TYJu To(2:0 + 1) 

1 1 
0_11 = E_n - S_E01 So - S!Ell So(2So + 1) 

1 1 1 
0 0- 1 = EO- 1 + S_E1_ 1 (So + 1) - T_Eoo To - TYJ01 To(2To + 1) 

1. 1 
- S_LEI0 To(So + 1) - LS_Ell (So + I)To(2To + 1) 

1 1 1 
0-10 =K10 + LKll (To + 1) - S_Eoo So - S!E10 So(2So + 1) 

1 s 1 
- S_T -BOI So(To + 1) - T_S-Ell (To + I)So(2So + 1) 

1 1 1 
0-1- 1 = E- 1- 1 - T_E_I0 To - S-BO-1 So - T::E_u To(2To + 1) 

• liS' E 
- S-E1_ 1 So(2So + 1) + S_T -Boo SoTo + _L 10 

1 , 1 'T' x So(2So + I)To + S_T-EOI SoTo(2To + 1) + S_ -En 

1 
x SoTo(2So + 1)(2To + 1) 

1575 

weight. Since the properties of angular-momentum 
eigenvectors are well known, it will be sufficient to 
construct the state vectors with Ms = S, MT = T. 
It will sometimes be convenient to use the short-hand 
notation (employing curly brackets): 

ators. There are 9 basic step operators corresponding 
to the 9E generators. The operators are shown in 
Table II. [The operators 0a/J are not unique, but the 
lack of uniqueness can involve only trivial additional 
factors or combinations. For example, if 0a/l satisfies 
Eqs. (14), so does 0a/l + O'T+, where 0' is any 
arbitrary operator. The lack of uniqueness in 0 10 can 
be illustrated by noting that 0l_POl = O~o ¢ 0 10 ,] 

It will be convenient to express the nine E generators 
in terms of the 0 operators. The results are shown in 
Table III. 

I [fHST}) == I [f]SMs = S, TMT = T). (10) 

A step operator 0 a/l is defined by 

Oa/lI[J]{ST}) = NW(S, T) I[JHS + (x, T + P}), 
(11) 

where 

NW(S, T) = [([J]{ST}1 O!/lOa/lI[J]{ST})]! 

and 
= [([J]{ST}1 O-fl_/lOa/lI[f]{ST})]! (12) 

NW(S, T) = N!!J_/l(S + (x, T + P). (13) 

The choice of the positive sign for the normalization 
factors, Eq. (12), specifies the phase convention used 
in this investigation. The step operators 0 a/l must 
satisfy the commutation relations 

[S+, 0 a/l] I [fHST}) = 0, 

[T+, 0a/J] I [fHST}) = O. (14) 

These equations are sufficient to construct the oper-

2.5. Irreducible Tensor Operators; Tensor Character 
of the Generators 

The 15 infinitesimal operators S, T, and Eab trans­
form according to the regular representation [211] 
and have spin-isospin spherical tensor character 
ST = 10, 01, and 11, respectively. 

The components of an SU(4) irreducible tensor 
operator T([~ls)(TMT' can be defined by the com­
mutator equations 

[Eab' T~QM8)(T MTl] 

= 2 ([J](S'Ms + a)(T'MT + b)l 
S'T' 

X Eab I [f](SMs)(TMT» TW'Ms+a)(T'MT+bl (15) 
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TABLE III. Expressions for the E operators in terms of the ° operators. 

Eu = Ou 
1 

EOI = 0 01 - S_Ou (So + 1) 

1 
E10 = 010 - LOu (To + 1) 

1 1 1 
Eoo = 0 00 - S_010 (So +D - T_Ool (To + 1) + S_LOu (So + 1)(To + 1) 

1 1 
E I _ 1 = 0 1- 1 + T_OI0 To - T~Oll (To + 1)(2To + 1) 

1 1 
Kll = 0_11 + S_OOI So - S!Oll (So + 1)(2So + 1) 

1 1 1 
EO_I = 00-1 + T_Ooo To - S_OI_1 (So + 1) - LS_OlO To(So + 1) 

- T~OOI (2To + 1~(To + 1) + S_T~Oll (So + 1)(To ~ 1)(2To + 1) 

1 1 1 
E_10 = 0_10 + S_Ooo So - LO_ll (To + 1) - LS_001 So(To + 1) 

- S~OlO (2So + 1:(So + 1) + LS!Ou (To + 1)(So ~ 1)(2So + 1) 

1 1 1 
E-1- 1 = 0_1_1 + S_OO-1 S;; + LO_10 To + LS_Ooo SoTo 

2 1 2 1 
- S-OI_1 (So + 1)(2So + 1) + LO_ll (To + 1)(2To + 1) 

's ° 1 S'l. 1 - L - 01 So(2To + l)(To + 1) - T_ -010 To(2So + 1) (So + 1) 

+ T!S!Ou (To + 1)(So + 1)(~So + 1)(2To + 1) 

with the analogous well-known commutator equations 
involving Sand T; e.g., 

(00)(11) in Table L] 

2.6. Conjugate Representations 

[Sa' T~~M8)(T Mrl1 

= (SMs + al Sa ISMs) T~QMs+a)(TMT)' (16) 

The operators S, T, and Eab themselves have irre­
ducible tensor character T[ 2111. It is important to 
determine the phases implied by the standard defining 
equations (15). The full set of states of the representa­
tion [21 I] can be constructed by the step-down 
operators 00-1 and 0_10 acting on the highest-weight 
state with {ST} = {II}. The normalization coefficients 
(13) are, in this case, 

If a many-nucleon spin-isospin wavefunction trans­
forms according to the SU(4) irreducible representa­
tion [J], the conjugate of such a function transforms 
according to the conjugate representation, to be 
denoted by [/*], where for 

(17) 

With these and the relations of Table III, the matrix 
elements of Eab can be evaluated. The relation between 
the components of S, T, and E and the standard 
components of the irreducible tensor operator T[211] 

then follow from Eqs. (15) and (16). The results are 
shown in the last column of Table L The over-all 
phase is fixed so that the components of Sand T have 
phases according to the standard conventions for 
spherical tensors. [Note the minus signs for the SU(4) 
tensor components with (SMs)(TMT ) = (11)(00) and 

[f] = [J1 - ~,h - ~,fa - ~], 

[J*] = [/1 - /4,f1 - /a,f1 - /2]' (l8a) 

or, in terms of the supermultiplet quantum numbers 
p,p',p", 

(P,P',P")* = (p,P', _PH). (lSb) 

The conjugate representations [J*] can be pictured in 
terms of spin-isospin functions for n = 3ft - h -
/a - ~ nucleons which have been lifted out of a 
configuration whose Young tableaux are given by 
(f1 - /4) columns of 4-the well-known particle-hole 
relationship. Note also that the single-nucleon 
creation operators at have tensor character [1], while 
the annihilation operators a have tensor character 
[111]. The irreducible representations of SU(2) are 
self-conjugate. For spherical tensors, conjugation 
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implies only Ms- -Ms. M p - -Mp. The con­
jugate of a state vector is thus given by 

1[f]SMs • TMp)* 
= (_1)"(_1)s-Ms+P-M2' 1[f*]S - Ms. T -Mp). 

(19) 

The phase factor has been split into two pieces: one 
gives the dependence on the spin-isospin quantum 
numbers standard for spherical tensor operators; the 
second. denoted by 'fl, is independent of M s , Mp. 
but is a function of S, T, and if]: 'fl = 'fl([f], S, T). 
The phase factors for the representations of interest in 
this investigation are evaluated in Sec. 3. The de­
pendence on if] is a matter of arbitrary phase 
conventions. The choice of phase conventions adopted 
in this work (Sec. 3) is such that the irreducible 
tensor character of the single-nucleon creation and 
annihilation operators is given by 

t [1] 
a"m,mt - T (im,)(imtl, 

( 1)i-ms+i-mtT[11l] (20) 
aO:msmt - - (t-m, Hi-mt) • 

In addition, the operators 8 and T are to have the 
conjugation properties standard for ordinary spherical 
tensor operators. This implies 

(_1),,([211]1,0) = (_1),,([211]0,1) = + 1. (21) 

2.7. Casimir Invariant 

The quadratic Casimir operator is of particular 
importance. It can be expressed as 

6 

C = 2 J;2j = 2 EabEba + 8 2 + T2. (22a) 
i< 1=1 ab 

This can be brought into the form 

C = 2(E_1_ 1E11 + E_11E1_ 1 + E_10E10 

+ EO- 1E01 + S_S+ + LT+) 

+ S~ + 4So + T: + 2To + Ego, (22b) 

from which the eigenvalue of the Casimir operator 
can be read off by acting on the state of highest weight 
with So = P, To = pI, Eoo = P". This gives the Casimir 
invariant 

C(SU4) = P(P + 4) + PI(PI + 2) + P"2. (23) 

2.S. Kronecker Products 

The Kronecker product of two irreducible repre­
sentations of U(4) is given by the Littlewood rules for 
outer multiplication of [f]-symmetric states.13 

The one-and two-particle coefficients of fractional 
parentage are simply related to the matrix elements of 

13 M. Hamermesh, Group Theory and its Application to PhYSical 
Problems (Addison-Wesley Publ. Co., Reading, Mass., 1962), Sec. 
7-12. 

at (or a) and atat (or aa), respectively. These coeffi­
cients are therefore related to the coupling coefficients 
for the products [ft] X [f2], where [ft] is the repre­
sentation for an arbitrary n-nucleon spil'l-isospin 
symmetry, and [,1;] is a one-particle (or hole), or two­
particle (or two-hole) representation; that is, £h] = 
[1 ] (or [13]); or the antisymmetrically coupled two­
particle representation [12J (which is self-conjugate), 
or the symmetrically coupled two-particle representa­
tion [2] (or its conjugate [23]). All such products are 
simply reducible. In addition to these, the Kronecker 
products of particular interest for nuclear physics 
applications are those needed for the evaluation of 
matrix elements of the one-body operators (ata) and 
the two-body operators (atataa). From the reduction 
of the Kronecker product 

[1] x [13] = [0] + [211], (24) 

it can be seen that the one-body operators are either 
SU(4) scalars or [211] tensors. Similarly, from the 
reduction of the products 

[11] x [11] = [0] + [211J + [22J, 

[2J x [23J = [0] + [211] + [422J, (25) 

it can be seen that the two-body operators transform 
according to the representations [0], [211], [22], and 
[422]. [Products involving symmetrically coupled 
pair-creation operators with antisymmetrically coupled 
pair-annihilation operators (or vice versa) have not 
been included, since they would arise only in the case 
of the relatively uncommon two-body operators 
which are antisymmetric in both the space and spin­
isospin variables.] The Kronecker products [h] x [f21 
with [f2] = [211], [22], or [422] are not simply 
reducible. If [fI]- is the most general irreducible 
representation of SU(4), these products will contain 
the irreducible representation [h] itself with multi­
plicities as high as 3, 2, or 6, respectively. For the 
special representations to be considered in this investi­
gation, however, these multiplicities are never greater 
than 2; and in this case the nature of the operators 
themselves furnishes a canonical method of resolving 
the multiplicity problem. 

3. THE SPECIAL 8U(4) REPRESENTATIONS; 
CONSTRUCTION OF STATE VECTORS 

Most of the Wigner supermultiplets of actual im­
portance in shell-model studies fall into a few special 
classes for which the spin and isospin quantum num­
bers are sufficient for a complete classification of the 
states of a given irreducible representation. The 
reduction of the irreducible representations of SU(4) 
into the representations of SU(2) x SU(2) has been 
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TABLE IV. Branching formula for [yy01- (S, T). 

(S, T) 
(y,0) 
(y - 1,1) 
(y - 2, 2) 
(y - 3, 3) 
(y - 4, 4) 

(3, Y - 3) 
(2, Y - 2) 
(l,y-l) 
(0, y) 

(y - 2, 0) 
(y - 3,1) 
(y ~ 4, 2) 

(3,y - 5) 
(2, Y - 4) 
(1,y - 3) 
(0, y - 2) 

(y - 4, 0) 

(3,y -7) 
(2, Y - 6) 
(1,y-5) 
(O,y - 4) 

(y - 2;,0) 

(2, Y - 2; - 2) 
(1,y-2;-I) 
(0, y - U) (0,0)& 

a The last column bas the entry (0, 0) for y = even integer; or (I, 0) and (0,1) for y = odd inteaer. 

TABLE V. Branching formula for [y y - 1 01 or [yyl1- (S, T). 

(S, T) 
(y -l, l) 
(y - t, t) 
(y - t, t) 
(y - t, t) 

(i-,y-t) 
(l,y -l) 

(y - t, l) 
(y - t, t) 
(y - t, t) 

(t, y - t) 
(l,y - t) 

(y - t, l) 
(y - t, t) 

(t, y - t) 
(l,y -!) 

discussed in general algebraic form by Racah.14 

Racah's technique leads to the branching law giving 
the set of possible ST values in a given irreducible 
representation [f], together with their multiplicities. 
In particular, it can be seen that these multiplicities 
are never greater than one in the following classes of 
SU(4) representations: 

[yyO] [y y - 10] [yOO] [yIO] [yIl] 

[yyl] [yyy] [yy y - 1] [y y - 1 Y - 1], 

(26) 

where y = arbitrary integer (including zero, when 
possible), and where conjugate pairs of representa­
tions have been arranged in the same columns. Many­
nucleon wavefunctions made up entirely of pairs 
coupled to an orbital angular momentum of zero 
(seniority zero functions) have spin-isospin wave­
functions which transform according to the self­
conjugate representations [yyO]. States with seniority 1 
have spin-isospin wavefunctions which transform 
according to the representations [y y - I 0] or [yyI]. 
These representations are therefore of special interest 
in the study of spin-charge independent pairing 
interactions.15 The irreducible representations [yOO] 
imply totally symmetric spin-isospin wavefunctions, 

U G. Racah, Rev. Mod. Phys. 21, 494 (1949). 
15 S. C. Pang, Nucl. Phys. A128, 497 (1969). 

(y - t, l) 

(t. y - t) 
(l. y - t) 

(t, l) 
(l. t) (l, l) 

hence totally antisymmetric spatial wavefunctions. 
Such functions are therefore of interest in nuclear 
problems only for small values of the integer y. 
However, they are relatively simple and are therefore 
included in the present investigation. 

The set of possible ST values for the irreducible 
representations [yyO] is listed in Table IV. They are 
arranged in columns for which y - S - T = 0, 2, 
4, ... , even integer only. The set of possible ST 
values for [y y - 1 0] or [yyl] is listed in Table V, 
where they are arranged in columns for which 

y - S - T = 0, 1,2,3, ... ; 

that is, y - S - T can be alternately even or odd. 
In the irreducible representation [yOO] or its conjugate 
[yyy], the possible ST values are restricted to those 
with T = S, where S =!y, ty - 1, !y - 2, ... , 
ending in S = 0 (or t) for y = even (or odd) integer. 
In the representation [yIO] or its conjugate [yy y - 1], 
the possible ST values are restricted to the sets with 
T = Sor T = S ± 1, starting with 

{ST} = {!(y + l)!(y - I)}, {!(y - 1)!(y + I)}, 

{!(y - 1)!(y - I)}," . , 

and ending with {Il}, {IO}, {OIl, or a !}, {! i}, {! !}, 
for y = odd or even integer, respectively. In the 
representation [yIl] or its conjugate [y y - 1 Y - 1], 
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TABLE VI. Construction of state vectors. The overall normalization coefficients, denoted by .N', are given by the 
appropriate products of the normalization coefficients N£~J(S, T) given in Table VII. 

I [yyO]{SD) = .N'O!.l-l O~l1 I [yyO]{yO}); p = !(y - S + T), q = !(y - S - T) 

\[y Y - 1 O]{ST}) = .N'O!.l1 O~lO I[y y - 10]{y -I, I}); p = (y - S - T),q = T-I 

I [yOOHST}) = .N'O~l-l l[yOOHly, ty}); p = ly - S 

I [yl0]{ST}) = .N'O':.lO O!.ll O~l-l I [y10]{!(y + 1), ley - 1)}) 

with P = Hy + 1) - S, q = 0, r = 0, for ST = S, S - 1, 

P = ley + 1) - S, q = 0, r = 1, for ST = S - 1, S - 1, 

P =!(y + 1) - S, q = 1, r = 0, for ST = S - 1, S 

I [yll]{ST}) = .N'O~_l O!.lO O~l-1l [y11]{!y, ly}) 

with p = ly - s, q = 0, r = 0, for ST = SS, 

P = ly - s, q = 0, r = 1, for ST = S, S - 1, 

P = ly - s, q = 1, r = 0, for ST = S - 1, S 

the possible ST values are also restricted by the 
conditions T = S or T = S ± 1. Now the {ST} 
values start with {ty ly}, {ly!y - I}, {ty - 1 ly}, 
... , but end with {II}, {lO}, {01}, or a!}, {! I}, 
{t} for y = even or odd integer, respectively. 

For the irreducible representations of the above 
types, the full set of state vectors can be constructed 
by a successive application of step-down operators 
Oa/l' defined by Eqs. (11)-(13), beginning with the 
operator acting on the highest-weight state: {ST} = 
{PP/}. The details of the construction for the five 
special classes of SU(4) representations (26) are shown 
in Table VI. The basic numbers in these constructions 
are the normalization coefficients N~~](S, T). Once 
these are determined, the matrix elements of the 
generators Eab can be calculated with the aid of the 
relations of Tables II and III. The matrix elements of 
Eab in turn can be taken to form the starting point for 
the calculation of the SU(4) Wigner coefficients. The 
normalization coefficients needed for the construction 
of the state vectors for the representations (26) are 
given in Table VII. The details of the technique used 
in their calculation are illustrated by two examples in 
Appendix A. 

State vectors I {ST} ) for the representations con­
jugate to those included in Tables VI and VII must be 
constructed by exactly the same sequence of step 
operators. The phase factors needed to relate a state 
vector to its conjugate are thus determined by the 
integers p, q, r defined in Table VI. It is convenient to 
define the conjugation operator K: 

I [f]SMs , TMT )* == K I [f]SMs , TMT ), (27) 

where KcK-l = c* (c = complex number). When 
applied to the infinitesimal operators, the conjugation 
operator has the transformation properties 

KJi;K-l = -Ji;, 

KSaK-l = - S-a , 
KEabK-l = - E-a-b , 
KTaK-l = -T-a. 

From these properties and the relations of Tables II 
and III, it follows that 

KOa/l/[f]{ST}) 
2S+a+T+/I 

_ ( l)l+q(EI],S,T) __ --=-____ _ 
- - (2(S + a»! (2(T + p»! 

X s:!S+a) T:! T+/I)Oa/l I [J*]{ST}) 

= (_l)l+Q([f],S,T) NW(S, T) 1[/*] 
X (S + a, Ms = -S - a) 

X (T + p, MT =~T - P», (28) 

where the conjugation phase factor 1]([f], S, T) is 
defined by Eq. (19). From Eq. (28) it can be seen that 

1]([f], S, T) = 1]([f], S = P, T = PI) + p + q + r, 

(29) 

where the phase factor for the highest-weight state 
{S = P, T = PI} can be chosen quite arbitrarily. In 
this investigation we have made our choice such that 
the single-nucleon creation and annihilation operators 
as well as the operators Sand T have conjugation 
properties standard for ordinary spherical tensor 
operators, Eqs. (20) and (21). These requirements are 
satisfied by setting 1]([f], P, PI) = 0 for all repre­
sentations except [yll]. In this case it is convenient to 
set 1]([yll], !y, ty) = -(y + 1). Results giving the 
full (y, S, T)-dependence of the phase factors are 
collected in Table VIII. 

It should be pointed out that, besides the general 
y dependence, there is an additional arbitrariness in 
the phase factor 'Y} in those irreducible representations 
in which y - S - T can take on both even and odd 
values. In the representation [y y - 1 0], for example, 
states with y - S - T = odd integer are constructed 
from neighboring states with y - S - T = even 
by means of the step operator 0-10 , in the prescrip­
tion of Table VI. According to Eq. (28), the single-
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TABLE VII. The normalization factors. 

Nap(S, T) Algebraic factor 

[
ST(y + 2 - S - T)(y + 2 + S + T)J I 

N_1_ 1(S, T) = (2S + I)(2T + 1) 

(s ) = [SeT + I)(y + 3 - S + n(Y + 1 + S - T)J! 
N_ll ,T (2S + I)(2T + 3) 

(s ) = [(2S - I)(y + 2 - S + D(y + 2 + S + T)J t 
N_ 10 ,T 16S(T + 1)' 

= [(2S - I)(y + 1 - S - T)(y + 1 + S - T)J! 
16S(T + 1)' 

( _ [(2S - I)(2T + l)(y + S - T)(y + 2 - S + nJ t 
N_ll s, T) - 16S(T + 1) 

= [(2S - I)(2T + I)(y + 1 + S - T)(y + 3 - S + T)J 1 
16S(T + 1) 

['''0] (_ [(2S - 1)(y + 2 - 2S)(y + 2 + 2S)J t 
r N_1_ 1 S, S) - 4(2S + 1) 

[yIO] 
_ _ [(2S - 3)(y + 3 - 2S)(y + 1 + 2S)J! 

N_1_ 1(S, S 1) - 4(2S _ 1) 

{y + 1 + 4S2} 
N_ll(S, S - 1) = 2S(S + 1) 

N (S S _ 1) = ~ [(S - l)(y + 1 + 2S)(y + I)J! 
-10 , 2S S 

[yIl] ( S) - [(S - I)(S + I)(2S - I)(y + 2 - 2S)(y + 2 + 2S)J t 
N_1_ 1 S, - 4S'(2S + 1) 

[
(2S - l)(y + 2 + 2S)(y + 2)J! 

N_10(S, S) = N O- 1(S, S) = 4S(S + I)(2S + 1) 

for (_!)V-a-T = +1 

for (_!)V-a-T = -1 

for (_l)o-a-T = + 1 

for (_!)V-S-T = -1 

step operation 0_10 implies a change in the phase 
(-1)~. It would, of course, have been possible to 
construct the states with y - S - T = odd from the 
even neighbors by means of the operator °0- 1°_11 

instead. This double-step operation would have 
implied no change in the phase (-I)~. However, this 
arbitrariness in the phase factor 'YJ is no more bother­
some than the arbitrariness of its y dependence. States 
with y - S - T = even or odd fall into two distinct 
families. It will be seen that the algebraic structure 
of the SU(4) Wigner coefficients is different for the 
two types of states and will depend on the parity of 
y - S - T. Since states with y - S - T = even or 
odd must be treated separately, it is not surprising that 
their relative phase behavior under conjugation may be 
arbitrary. In this investigation, the choice of phase 
factors is that implied by the constructions of Table 
VI; the resultant phase factors to be used are those 
shown in Table VIII. 

[12], [211], [22J, and [422J (Sec. 2.8). All but [422J are 
special cases of one of the representations enumerated 
in (26), so that their components are completely 
labeled by the spin-isospin quantum numbers. The 
reduction of the 84-dimensional representation [422J 
into representations of SU(2) x SU(2) leads to the 
following set of possible {ST} values: 

The irreducible tensor operators of greatest interest 
in the applications to nuclear problems transform 
according to the representations [1], [P], [2], [23], 

{22} {2I} {20} 

{I2} {lIP 

{02} {OO}. 

TABLE VIII. Conjugation phase factors. 

[I] 

[yyO] 
[y y - 1 0] 

[.JA>O] 
[yIO] 
[yII] 
[422] 

(-1)~ 

(-1)o-S = (-I)T 
(-1)0-1-8 
( _1)!o-s 
( -1 )!IO+1I-S 

( _1)iv+1+mln ls.TI 

( _1)8+T+!lII.lIa 

a !l(1. 1) = 1'6S16T1 • where I' = 0 for the state I (1l}s).I' = 1 
for the Slale HU)a). 
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TABLE IX. Normalized state vectors for [4221. The state vectors 
1[4221 SMs = S, TMp = T) are abbreviated by I{ST}). 

1{21}) = (l/v2)00_,1{22}); 

1{20}) = (V3/4)(00_,)'1{22}); 

I{ll}a) = (1/V2)0_,_,1{22}); 

I{OO}) = (3/2VW)(0_,_,)'1{22}) 

There are two independent states with {ST} = {II}. 
The most natural way of constructing the full set 
of states I{ST}) by means of step-down operators 
acting on the highest-weight state 1{22}) is shown in 
Table IX. States I{ST}) of this self-conjugate repre­
sentation constructed by means of an even (or odd) 
number of step-down operations are symmetric (or 
antisymmetric), respectively, under conjugation. This 
gives a natural way of distinguishing the two inde­
pendent states with {ST} = {II}. The state constructed 
by means of the single-step operator 0-1-1 is anti­
symmetric, while the state constructed by means of 
the double-step operator 00-10_10 is symmetric under 
conjugation. These two states, denoted by 1{II}a) and 
I {11 }s), respectively, are automatically orthogonal to 
each other. The symmetry label under conjugation 
thus forms a natural choice for the needed additional 
quantum number. It is interesting to note that neither 
of these states is an eigenvector of the operators Q 
and <l> of Eq. (7). 

4. SU(4) WIGNER AND RACAH COEFFICIENTS 

4.1. Definitions: Orthonormality 

The SU(4) Wigner coefficients are the elements of 
the matrix which reduces the Kronecker product of 
two irreducible representations of SU(4). They are 
defined by 

1([f(OHj<2)])[j]p; WCf!, SMsTMT) 

'i.~ (0 
k I[j ]W1Cf!1' SIMs" T1M T) 

",,<p,S,Ms, T,M p, 
",.<P.S.Ms.T.Mp. 

x I [j<2)]W2Cf!2' S2M s.' T2M T.) 

x ([j(1)]W1Cf!lSlMs,T1MT,; 

x [f(2)]W2Cf!2S2Ms2T2M T.I [j]wCf!SMsTMT)p' 

(30) 

That is, the full SU(4) Wigner coefficient can be 
considered as the scalar product of a coupled function 
with a product of uncoupled functions, the latter 
specified by the 12 quantum numbers WiCf!i' SiMsi' 
TiMTi with i = I and 2. Since a state [f] may occur 
more than once in the product (f(1)] X (f(2)], the 

1{12}) = (l/V2)0_,o I {22}) 

I{02}) = (V 3/4) (0-'0)' I {22}) 

I{ll}s) = (l/v3)Oo_,O_,o I {22}) 

coupled state is not fully specified by the six quantum 
numbers WCf!, SMs , TMT and the three irreducible 
representation labels for {j]. An additional label p is 
needed to distinguish between the various possible 
states with the same [f]WCf!, SMs , TMT . (In prin­
ciple, the labels p should be given by the eigenvalues 
of three additional operators. Such operators must lie 
outside the group SU(4).16 In practice the labels pare 
chosen through a set of canonical operators of 
irreducible tensor character [f(2)], for which only a 
specific reduced matrix element has a nonzero value, 
where these are defined in Sec. 4.2. 

The full SU( 4) Wigner coefficient can be factored 
into a reduced SU(4) ::> [SU(2) x SU(2)] coefficient 
(to be denoted by a double bar) and two ordinary 
SU(2) or angular momentum coupling coefficients 
for the spin and isospin spaces which carry the 
dependence on M sand M T: 

([f<Il]W1Cf!lSl MS71M T,; [j<2)]W2Cf!2 

X S2Ms.T2MT• I [j]wCf!SMsTMT)p 

= ([f(1)]W1Cf!lSlT1; [j(2)]W2Cf!2 S2T211 [j]wCf!ST)p 

X (SlMS,S2MS.1 SMs)(TIMT,T2MT21 TMT). 

(31) 

The reduced or double-barred coefficients can be iden­
tified with the spin-isospin factor2•8 of the fractional 
parentage coefficients which describe the coupling of 
n1 nucleons of spin-isospin symmetry [f(1)] with 
n2 nucleons of spin-isospin symmetry [f(2)] to a state 
of n nucleons of spin-isospin symmetry [j]. [From 
now on the term SU(4) Wigner coefficient will 
be used to refer to these reduced (or double-barred) 
coefficients.] The reduced coefficients satisfy the 
orthonormality relations: 

for fixed S, T: 

~ ([j<1)]W1 Cf!1 Sl T1; [j<2)]W2Cf!2S2 T2 II [f]wCf!ST) p 
",,<p,S,T, 

X ([f(1)]W1Cf!l SlT1; [j<2)]w2Cf!2S2T211 [j']w'Cf!'ST)p' 

= 0U]U,]o",,,,,o<p<p,opp'; (32a) 

'6 L. C. Biedenharn, A. Giovannini, and J. D. Louck, J. Math. 
Phys. 8, 691 (1967). 
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and again for fixed S, T: 

~ ([f(l)]WI<PlSITI ; [t<2)]W2<P2S2T211 [f]w<pST)p 
[t]pwlP 

x ([t<l)]w~<p~S~T{; [t<2)]w~<p~S~T~ II [f]w<pST)p 

= dWIWl,dIP11P1,dslSl,dTlTl,d",.",.,dq>.1P2,ds2SS,dT2T.' 

(32b) 

In the applications to be considered in this investiga­
tion, the representations [f) are restricted to the 
special classes for which the quantum numbers wand 
<P are not needed and will henceforth be omitted in the 
expressions for the SU(4) Wigner coefficients. (Unless 
labels wand <P are explicitly shown, it will be under­
stood that the representation belongs to one of the 
special classes for which Sand T are sufficient for a 
complete classification of states.) 

4.1. Matrix Elements of Tensor Operators; 
Wigner-Eckart Theorem 

The matrix elements of an SU(4) irreducible tensor 
operator Tlkks)(TMT) can be expressed in terms of a 
generalized Wigner-Eckart theorem by a product of 
factors involving the appropriate Wigner coefficients 
and reduced matrix elements which are independent 
of the quantum numbers S, T, Ms, M T , (w, <P if 
needed): 

([f"]S"M~T"M;'1 T~~Ms)(TMT) 1[f']S'M~T'M~) 
= ~ ([1"]11 TU]II[f'])p 

p 

x ([f']S'T'; [f]ST II [I"]S"T")p 

x (S'M'sSMs I S"Ms)(T'MTTMT I T"M:r). (33) 

If the representation [fIt] occurs only once in the 
reduction of the product [f'] x [f), the labels p and 
summations over p are not needed. The Wigner­
Eckart theorem then takes its usual form. If the 
product [f'] x [f) is not simply reducible, the 
Wigner-Eckart theorem, Eq. (33), can be used to 
define the labels by a choice of canonical operators 
whose reduced matrix elements have special values. 

In the applications to nuclear problems (Sec. 5), 
the multiplicity problem arises only in connection 
with the Kronecker products [f'] x [211] and [f'] x 
[422]. The labels p are needed only for [f'] = [/"], 
[f) = [211] or [422] in Eq. (33). In these two cases 
there is a straightforward choice for the canonical 
operators used to define p. Since the infinitesimal 
operators E transform according to the representation 
[211], the matrix elements of these operators can be 
used to define the label p for [f) X [211] ~ [fl. The 
appropriately normalized matrix elements of the 
components of E can be identified with the SU(4) 

Wigner coefficients labeled with p = 1. Specifically, 

([f]11 E II [f])p = 0 for p ¢ 1, (34a) 

([f]11 E II [f])P=1 = [C(SU4)]!, (34b) 
and 

([f]S"MsT"M;'1 Bab 1 [f]S'M'sT'Mp) 
= (_l)x(a.b)[C(SU4)]!([f]S'T'; [211]11 II [f]S"T")P=1 

x (S'M'sla I S"Ms )(T'Mplb I T"M:r), (35) 

where the phase factor ( _l)x(a.b
) is given by the stand­

ard phase of the particular component Bab , as indicated 
in the last column of Table I. Coefficients with 
p = 2, ([f]S'T'; [211]ST II [f]S"T")P=2' are then 
fixed by the orthogonality (32a). [For the special 
SU(4) representations enumerated in Sec. 3, the 
multiplicity is never greater than two.] 

The operators Bab are one-body operators, ata, with 
irreducible tensor character [211] which are complete 
space scalars. This suggests that the two-body oper­
ators, at at aa, with irreducible tensor character [422] 
which are complete space scalars, can be used to 
define the labels p for the coefficients which reduce 
[f) x [422] into [f). The S = Ms = T = MT = 2 
component of such an operator, for example, would 
have the specific form 

t t 
~ aaHapHap-!-!aa-!_! . (36) 
ap 

The appropriately normalized coefficients which give 
the ST dependence of the matrix elements of such 
operators are to be identified with the coefficients 
([f]S'T'; [422]ST II [f]S"T")P=I; that is, those with 
p = 1. Coefficients with p = 2 can again be con­
structed by means of the orthogonality requirement. 

4.3.- Phase Convention 

The over-all phase of the SU(4) Wigner coefficients 
is arbitrary. It is fixed by a generalized Condon­
Shortley phase convention. The SU(4) Wigner 
coefficients can be chosen to be real, and the so-called 
leading coefficient connecting the highest-weight state 
SITI = PIP~ of the representation [f(lI] with the 
highest-weight stat~ SaTa = PaP~ of the representation 
[f(a)] is chosen to be positive. For most of the simple 
products [f(l)] x [f(2)] ~ [f(a)] this choice of SITI , 
SaTa uniquely determines S2T2' If it does not, the 
leading coefficient is specified by a further choice of 
S2T2 (the specific S2T2 values to be singled out will be 
denoted by a bar: S2T2), such that 

([t<I)]PlP{; [f(2)]S2T211 [t<a)]PaP;) > O. (37) 

In the case of the coefficients in the reduction [f) x 
[211] ~ [f], it is convenient to set S2T2 = 10, or 
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equally well 01 (rather than II), so that the matrix 
elements of So and To have their conventional positive 
values. In all other cases, SzTz will be chosen as the 
largest possible values of SzTz consistent with the 
restriction Sl Tl = PIP~, SsTs = PsP~. 

4.4. Symmetry Properties of the Wigner Coefficients 

The symmetry properties of the SU(4) Wigner 
coefficients may, in the most general case, be com­
plicated by the state-labeling problem and the multi­
plicity problem. For those Wigner coefficients for 
which neither the quantum numbers ro and cp nor the 
labels p are needed, the symmetry properties can be 
derived by standard techniquesP They follow from 
the conjugation properties of the state vectors, Eq. 
(19). Combined with the well-known symmetry 
properties for the ordinary spin-isospin angular 
momentum coupling coefficients, the symmetry prop­
erties for the reduced SU(4) Wigner coefficients 
follow from those of the full SU(4) Wigner coefficients. 

When neither ro, cp, nor p are needed, they are 

(I) ([lll*]SlT1; [f(2'*]S2T211 [lSl*]SsTs) 

= (_1)~1')HI2)-~(3\[f(ll]SlT1; [f(2']S2T211 [lSl]SsTa), 

(38) 

where the conjugation phase factors 'YJ are enumerated 
in Table VIII. 

(II) ([f(1)]Sl TI; [l2l]S2 T2 II [lal]Sa Ta) 
12) S S S = (-1)"+~ + ,+ 2- s+T,+T2-TS 

X [dim [lal](2S1 + 1)(2Tl + 1)J! 
dim [lll](2Sa + 1)(2Ta + 1) 

X ([f(al]SaTa; [f(2'*]S2T211 [f(ll]SITl)' (39) 

where the over-all phase in this relation is fixed by the 
convention (37), giving 

(J = PI - Pa + P{ - P~ + 'YJ([l2l]S2T2) + S2 + T2, 

(40) 

and dim [fUl] stands for the dimension of the irreduc­
ible representation [fii)f~i1~il]: 

dim [frlda] = 112(h - f2 + 1)(j1 - fa + 2) 

X (/2 - fa + I)(jl + 3)(h + 2)(ja + I). (41) 

A special case of relation (II) gives 

([f]ST; [f*]ST II [0]00) 

= (_l)a+~([f]'S'Tl[(2S + 1)(2T + 1)J! (42) 
dim [f] , 

where (j = 0 for all the representations enumerated in 

" J. J. de Swart, Rev. Mod. Phys. 35, 916 (1963). 

(26) (except [yIl] and its conjugate, for which 
(J = Y + I). Finally, the symmetry property involving 
the simple interchange of representations (1) and (2) 
is given by 

(III) ([f(ll]SITl; [f(2']S2T211 [ (Sl]SaTa) 
= ( _1).+sl+s2-Sa+TI+T1-Ts 

X ([t<2)]S2 T2; [lll]SI TIll [lSl]Sa Ta), (43) 

where the phase factor (-I)', through the convention 
(37), can be identified with the sign of the coefficient: 

([f(1l]SlT1; [f(2l]P2P~ II [f(a']PaP~). 

The symmetry property (III) is not of very great 
interest, but the relations (I) and (II), as well as their 
combination, may be very useful in the applications to 
problems in nuclear physics and lead to a reduction in 
the number of coefficients which must be calculated 
(or tabulated). 

If Sand T are not sufficient to specify the states of a 
representation, the additional quantum numbers can 
always be chosen such that the symmetry relations 
(I)-(IlI) are satisfied. This requires that the state vec­
tors have simple conjugation properties. For this 
purpose it may be convenient to choose quantum 
numbers other than ro, cp (as indicated in the case of 
the representation [422]). In the case of products 
which are not simply reducible, the symmetry rela­
tions may be dependent on the labels p. Only the 
coupling coefficients for the products [f] X [211] ........ 
[f] and [f] X [422] ........ [f] are of special interest in 
the applications to nuclear problems. With our choice 
of p, the symmetry relation (I) becomes 

(I) ([lIl*]SIT1; [l2'*]S2T211 [la)*]SaTa)p 
= (_1)P+I+~I1)+~I2)_~la) 

X ([f(1)]Sl T1; [f(2l]S2 T2 II [f(al]Sa Ta) p , (38') 

when [f(2l] is one of the self-conjugate representations 
[2ll] or [422]. The symmetry relations (II) and (III) 
are independent of p when [f(2l] is either of these two 
representations. 

4.5. SU(4) Racah Coefficients 

The SU(4) Racah coefficients are straightforward 
generalizations of the ordinary Racah coefficients 
and can be defined by a recoupling transformation for 
a coupled system built from the states of three 
irreducible representations [f(il] with i = 1,2, 3, and 
coupled to a resultant state of the representation [fl. 
Two ways of coupling such a system are illustrated in 
Fig. 2 by the type of diagrams introduced by French.Is 

18 M. H. Macfarlane and J. B. French, Rev. Mod. Phys. 32, 567 
(1960). 
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The recoupling process involves a unitary transformation whose matrix elements are the SU( 4) Racah or U 
coefficients: 

I( {([j<ll][j<21])[j<12l]Pl2} Cj<3)])[f]P12,3; cocpSM s T M T) 

= I 1([f(1)]{([/21]rj<3)mj<2Sl]P23})[f]Pl,2a; wcpSMsTMT) 
[/23)]P23Pl.'3 

x U([fW][f(21][f][f(31]; [f(12J]P12Pl2,3; [f(231]P2SPl,23)' (44) 

The U coefficients satisfy the orthogonality relations 

I U(·· . ; IXp)U(' .. ; IXp,') = lJpp" ., 
I U(·· . ; IXp)U(' .• ; lX'p) = 0.,«" (45) 
p 

where IX is a short-hand notation for ([(12)1, P12' P12.3, and where p is a short-hand notation for ([(231]. P23' 
Pl.23' The U coefficients can be related to the SU(4) Wigner coefficients by the sum 

U([j<11]Cj<211([J[j<31J; [f(l21]P12P12,3; rj<23)]P23Pl,2S) 

= I (rj<llh; [f121]E2 II rf{121]E12) P12([j<l21]E12; Cf(SI]ES II ff]E) PU.3 

€1€2E3 
E'12E"23 

X ([f(2)]E2; Cj<S)]Ea/l Cj<23)]E23)P23(Cf(1)]El; rj<23)]E23/1 ffJE)Pl,2P(SlS2SSa; Sl2S23)U(I;T2TT3; 112123)' (46) 

where Ei is a short-hand notation for StTi (and WiCPi, if needed). The sums over Ms, and M p , have been 
performed and expressed in terms of the angular momentum U coefficients (unitary or Jahn form of the S 
and T space Racah coefficients). The SU(4) U coefficients are independent of ST, (cocp) , so that any con­
venient subgroup labeling can, in principle, be used in performing the sums over the subgroup quantum 
numbers. In principle, therefore, very general expressions can be given for the Racah coefficients. However, 
these would be unnecessarily complicated by the multiplicity labels p. In the actual applications, labels PI2' P23, 
and P12.a are never needed; in those cases where they are needed, the label Pl.23 corresponds to a multi­
plicity of two only. The most useful equation relating the SU(4) Racah and Wigner coefficients is given by 

I ([f(llh; Cj< 231hall ffMpl •2P([j<11]fj<21]CfJCj<31]; ([(12l]P12Pl2,3; f/ 23)]P23Pl,23) 
Pl .•• 

= Z ([j<°]El; fj<2)h II ff(121]E12)Pu(Cj<121]E12 ; Cj<31]ES II CfMp12,.(f/2)h; Cj<31]Ea " Cj<231]E23)P23 
E2E"3E'12 

Except for the summation over PU3 (when needed), 
this is again a straightforward generalization of a 
relation valid for ordinary angular momentum co­
efficients. This equation is to be used as the basis for a 

[fJp ;SMs TMr 
12.3 

FIG. 2. Two ways of coupling states of 3 IR's to a resultant state. 

buildup process whereby relatively complicated SU(4) 
Wigner coefficients are calculated from a knowledge of 
very simple ones. 

Equation (47), together with Eqs. (42), (39), and 
(32a), also leads to the special value 

U([f][f(21][fJ[l2J*J; fl12)J; [OJ) 

= (_1),,([1],[1(21].(I(12)JI+<72 • [ dim [f(I2)] ]i-, 
dim Cf] dim fj<2J] 

(48) 

where O'([fJ, [1<2)], ([(12)]) is given by Eq. (40), and 
<12 = 0 unless (((21] = [yI!] or its conjugate, in which 
case <12 = Y + 1, Eq. (42). 

4.6. Method of Calculation 

The calculation of the SU(4) Wigner coefficients 
begins with the calculation of the matrix elements of 
the infinitesi~al operators EaD • These follow from 



                                                                                                                                    

THE WIGNER SUPERMUL TIPLET SCHEME 1585 

the normalization coefficients of Table VII and the 
relations of Tables II and III (for the details, see 
Appendix A and Ref. 19). The matrix elements of 
Eab are expressed in terms of reduced SU(4) Wigner 
coefficients by means of Eq. (35). They can be read off 
from the tabulations of ([f]S'T'; [211]1111 [f]S"T")p=l 
given in Appendix B. 

The simplest Wigner coefficients are those involving 

a coupling of [f] with the one-particle representation 
[1] (one-particle cfp's). These can be calculated by 
standard recursion techniques from a knowledge of the 
matrix elements of the infinitesimal operators. By 
operating with an operator Eab = Eab(l) + Eab(2) on 
the state of a coupled system built from systems 1 and 
2, a recursion relation for the full SU(4) Wigner 
coefficients is obtained. For example, 

l ([f(l)]SlMslTIMTl; [1]tMs.1MT.1 [f]S'(Ms + 1)T'(MT + 1» 
S'T' 

x ([f]S'(Ms + I)T'(MT + 1)1 Eul[f]SMsTMT) 

= l ([f(l)]S~(MSl - I)Ti(MTl - 1); [1]!Ms.tMTzl [f]SMsTMT) 
Sl'Tl' 

~ ([f(l)]SIMsl TIMTll Eu 1 [lll]SI(Msl - I)TI(MT1 - 1» 

+ ([ll)]SIMslTIMTl; [1lt(Ms• - 1)!(MT• - 1) I [f]SMsTMT) 

x ([l]tMsz!MT.1 Eul[l]!(Ms. - l)t(MT• - 1). (49) 

From such recursion relations, coefficients of the above 
simple type have been calculated for the cases when 
both [f(l)] and [f] belong to the special representations 
of Sec. 3. Coefficients for the coupling of [f(l)] with 
more complicated representations are then calculated 
by a buildup process based on the recoupling relation, 
Eq. (47). By setting both [f(2)] and [f(3)] equal to the 
one-particle representation [1] in Eq. (47), SU(4) 
Wigner coefficients with [f(23)] = [2] or [I 2] (two­
particle cfp's) can be calculated. In this case the 
products [f(l)] x [f(23)] are simply reducible. The p 
sum in Eq. (47) is not needed, and the SU(4) U 
coefficient serves merely as a normalization factor for 
the Wigner coefficients. Coefficients with [f(23)] = 
[211], [22], and [422] can be calculated through Eq. 
(47) by setting [f(2)] and [f(3)] equal to [13] and [1], 
[J2] and [J2], and [23] and [2], respectively. In many 
of these cases the multiplicity in the product [f(1)] x 
[f(23)] requires the p sum for the left-hand side of (47), 
and the simultaneous calculation of both the Wigner 
and U coefficients requires the solution of a simple 
2 x 2 linear system. 

Algebraic expressions for both the Wigner and 
Racah coefficients are tabulated in Appendix B. This 
appendix is preceded by a table listing the cases 

covered and showing the arrangement of the tables of 
SU(4) coefficients. Wigner coefficients involving the 
coupling with [22] and [422] include only the coeffi­
cients needed for diagonal matrix elements of the 
corresponding two-body operators. The tables of 
Racah coefficients are also restricted to those needed 
for the calculation of diagonal matrix elements-that 
is, those with [fW] = [f], and [f(2)] and [f(3)] equal 
to [13] and [1], or [12] and [12], and [23] and [2], 
needed for the evaluation of the matrix elements of 
one-body, or two-body operators. 

5. APPLICATIONS 

The recognition that the spin-isospin part of the 
fractional parentage coefficients can be identified with 
the reduced SU(4) Wigner coefficients makes it pos­
sible to perform the spin-isospin sums in the cfp 
expansions of nuclear matrix elements by means of 
the Racah formalism of Sec. 4. 

The cfp's needed for the decomposition of a totally 
antisymmetric n-nucleon wavefunction into totally 
anti symmetric functions for specific sets of nl and n2 
nucleons can be factored into a space and a spin­
isospin part2.8: 

(rlnl)]OCnlLnl' {3nlSnl Tnl ; rln2)]ocn.Ln2' {3n2Sn2 Tn. I} rln)]ocnLn, {3nS .. T .. ) 

= [.N'[f;].N' [l'nI']]! (rpnl)]ocnlLnl; [J(n2)]ocn.Ln. I} rpn)]ocnL .. ) [f(n,] 
X ([f(n1)]{3nlSnlTnl; rln2)]{3n.Sn.Tn.11 rln)]{3nSnTn), (50) 

18 S. C. Pang, "On Eight-Dimensional Quasispin," Ph.D. thesis, Univ. of Michigan, 1967. 
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where the spin-isospin factor has been written in 
the SU(4) notation of Sec. 4, and where XU(n;)] is the 
dimension of the irreducible representation of the 
symmetric or permutation group on n. objects described 
by the Young tableau [f11lj)1. The representation 
contragredient to [f1 under the symmetric group is 
denoted by [/]; that is, [/] is obtained from if] by 
interchanging rows and columns in the Young 
tableau. (It should perhaps be pointed out that the 
symbol if] is usually used to denote the symmetry of 
the space part of the wavefunction, while [/] is used for 
the spin-isospin part. In this investigation the role 
of the two has been interchanged for economy in 

writing. The tilde still implies interchange of rows and 
columns of the Young tableau.) The full set of space 
quantum numbers other than L is abbreviated by the 
labeloc; quantum numbers such as OJ, rp are replaced by 
(J. [If needed, it will be understood that these quantum 
numbers will be chosen such that the SU(4) Wigner 
coefficients satisfy the symmetry relations (I}-(III).] 
Matrix elements of one- and two-body operators 
can be expressed in terms of these cfp's by the 
usual expansions. 

5.1. One-Body Operators 

It will be assumed that the one-body operator 

n 

t) = ~ Qt = ~ <oc'I'm;m;m~1 Q loclmjmsmt) a~'z'ml'm"m"a/lZmlm.m, 
';=1 /I'···m, 

(51) 

has a definite SU(4) irreducible tensor character [fop1 with components (S.Ats'b.At'b), and spherical tensor 
character C with component .Atc. The matrix element of the one-particle operator can then be factored: 

(oc'I'm;m;m;1 Q loclmzmsm t) = (ocTII Q !locI) ([I]U; [fop]S'b II [1]U) 

x (tmsS.Atsl tm;)(tmt'b.AL'b I tm;)(lmzC.Atc I I'm;). (52) 

The matrix element of the one-body operator between n-nucleon states can be expressed by the cfp expansion 

([f']oc'I:ML, (J'S'M'sT'MTI t) I [f]ocLML , (JSMsTMT) = n ~ X[i"-l)] i :F(space):F(SU
4
), (53) 

[1( ..... 1)] [X[f]X[I']] 

where :F(space) and :F(SU4) are the space and spin-isospin parts of the cfp expansion which are given by 

:F(space) = ~ ([pn-l)]ocn_1Ln_1; [1]oc111} [f]ocL)<[j<n-l)]ocn_1Ln_1; [1]1X~1' I} [/']oc'E) 
1l"_lL"_1 

/l11l1'ZZ' , ~ 

x (IX' 1 II Q IIIX 1>[ (2L + 1)(21 + 1) ] (_1)C+Ln-l-Z'-LU(LIL'l" L _ C)(LM C.AL I L 'M' > (54) 
1 1 (2L

n
_

1 
+ 1)(21: + 1) , l' 1 L C L 

and 
:F(SU4) = I ([jln-1)]{Jn_lSn_lTn_l; [1]H II [f]{JST) 

fJ .. -IS .. -IT .. -l 

X ([jln-1)]{Jn_1Sn_1Tn_l; [IJH II [f']{J'S'T')([IJH; [fop]S'b II [1]U) 

x [ (2S + 1)2 Ji
(_I)S+Sn-l-i-SU(SlS'J.. S _ S)(SM S.At I S'M') 

(2S
n

_
1 
+ 1)(2S + 1) t" t", n 1 S S S 

X [ (2T + 1)2 J\ -1)'b+Tn-l-i-TU(TtT'i' T _ 'b)(TM 'b.At I T'M'). (55) 
(2Tn_

1 
+ 1)(2'b + 1) , nIT 1> T 

With the aid of the symmetry relations (I}-(III) for the SUe 4) Wigner coefficients, the latter can be written 

{ 

(n-l) [dim [1] dim [f]]!} (_I)<7op :F(SU4) = (_1)<71[1 ],[1],[1]) (SM S.At I S'M' >(TM 'b..A(, I T'M' > 
dim rl n- 1)] [dim [fop]}i S SST 'b T 

X ~ ([f],8ST; [1 3]H II [jln-ll],8n_lSn_lTn_l)([ln-ll],8n_1Sn_1Tn_l; [IJH II [f'],8'S'T') 
P .. -IS .. _ITn_1 

(56) 

where O'op = bUop][2U]; that is, (-IYop = -1 for [lop] = [211], (-1)<7op = +1 for [fop1 = [01. 
The coefficients in the spin-isospin sum of the last factor are now in a form in which they can be summed 

by means of Eq. (47). Although the first factor (enclosed by curly brackets) is made up solely of trivial 
dimensional and phase factors, it is convenient to write it in terms of the SU(4) Racah coefficient with 
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(f(231] = [0], Eq. (48). This makes it possible to express the resultant of the spin-isospin sum in the 
cfp expansion in terms of ratios of SU(4) U coefficients which are independent of the particular phase con­
ventions [such as (37)] chosen for the SU(4) coefficients. The resultant expression is 

:FSU
4

) = (_I)cI[fop ][21l] U([j][1 3][/,][I]; [J(n-Il]; [jop]p) 

( [dim [jop]]! t U([j]W][j][1]; [!'n-Il]; [0]) 

x ([j]{JST; [jop]8'b II [/']{J'S'T')p(SMs8.A(,s I S'M's)(TMT'b.A(,r; I T'Mp). (57) 

The SU(4) Wigner and Racah coefficients needed for the evaluation of this expression are given in Tables A.4 
and A.7 of Appendix B. If the one-body operator is a complete space scalar (if the reduced matrix elements 
of ,() are independent of ~ and /), the sum over the spatial quantum numbers is trivial, and the full matrix 
element has the simple form 

([J'](j.'LML,{J'S'M~T'M~1 C}~~oJl.~)(~~~~e.r I [j]o:LML , (JSMsTMT) 

= t5 ,t5 «,t5 ,([1]11 }f]op 11[1]) (_I)cI[fo
p

][211]n I X[,c ...... l'] I U([j][1
3
][j][I]; [f(n-ll]; [jop]p) 

[f1[f]« LL [dim [fop]]! [I(n-l,] X[n p U([j]W][j][I]; [/,n-ll]; [0]) 

x ([J]{JST; [jop]S'b II [j]{J'S'T')p(SMsS.A(,s I S'M's)(TMT'b.A(,b I T'Mp). (58) 

The only nontrivial case involves operators of SU(4) 
tensor character [211]. In this case the sums over the 
possible (n - I)-particle symmetries have the very 
simple value 

n I X U( ...... I'] U([j][13][f][I]; [f(n-ll]; [2U]p) 

[1(11-1'] X[f1 U([j][I3][j][I]; [f(n-ll]; [0]) 

= 0 for p ¥: 1, 

= -2[C(SU4)]1 for p = 1, (59) 

where the Casimir invariant c(SUJ is given by Eq. 
(23). The S, T-dependence of the matrix element of 
a space-scalar one-body operator of SU(4) tensor 
character [211] is thus given by the single SU(4) 
Wigner coefficient with p = 1, that is, by the matrix 
element of the corresponding infinitesimal operator. 
The only nontrivial operators of this type are the 
infinitesimal generators E, Eq. (3), which give 
the Gamow-Teller matrix elements in beta decay. 
The tables of Appendix B can thus be used to read 
off Gamow-Teller matrix elements for a wide class 
of Wigner supermultiplets. 

5.2. Particle-Hole Interaction; Space-Scalar 
Approximation 

It has been shown that a space-scalar approximation 
to the particle-hole interaction may give a good 
estimate of the full particle-hole interaction energy in 
nuclei near the beginning of the 2s, ld shell.1o The 
matrix elements of such an interaction can be written 
down at once in terms of the results of Eqs. (58) and 
(59) for particle-hole configurations described by the 
weak-coupling model. In the space-scalar approxima­
tion the particle-hole interaction can be represented 

by 

V2>h = I (-aoo + a01't'i' 't'j 
i,i 

+ a10ai • a j + all(ai • a;)('t'i' 't';», (60) 

where aSb are constants, and where the summation 
indices i and j refer to nucleons in different major 
shells such as the Ip and 2s, Id shell. Zamick20 has 
pointed out that the first two terms ofEq. (60) may be 
used to give a rough idea of the location of the particle­
hole states. The matrix elements of the first three 
terms of Eq. (60) can be calculated by ordinary 
angular-momentum calculus. The last term is more 
complicated. Moreover, it may lead to important 
contributions to the particle-hole interaction energy 
in many cases.10 It may give rise not only to important 
I-dependent contributions to the diagonal matrix 
element of the interaction, but may also give an 
estimate of the often significant mixing of particle-hole 
states with the same space structure but with different 
spin-isospin quantum numbers for the particle and 
hole configurations. The last three terms of Eq. (60) 
are built from space-scalar one-body operators for 
each shell. Each has SU(4) tensor character [211] 
with 813 components of 01, 10, and 11, respectively. 
The full tensor character of each is of the form 

asr;(C}~~l] .. C}~{f1), (61) 

where the double dot refers to the scalar product in 
Sand b space. It is assumed that the particle-hole 
state can be described in the weak-coupling model in 
which the Wigner supermultiplet quantum numbers 
for both the particle and hole configurations are good 

10 L. Zamick, Phys. Letters 19. 580 (1965). 
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quantum numbers, to be denoted by [f,,] and [fh] , 
respectively. If the number of particles and holes 
are denoted by n" and nh, we shall take [J,,] and [fh] 
to be Young tableaux describing the symmetry of the 
spin-isospin functions for n" and (N - nh) nucleons, 
respectively, where N = number of nucleons in the 
closed shell. The basic form of the wavefunction is 
chosen to be 

1([fh]cxhLhShJhTh, [f"]oc"L"S"J,,T,,)JMJTMT) , (62) 

where the subscripts p and h refer to the particle and 
hole configurations. In the weak-coupling description 
there is no further coupling of the supermultiplets 
[J,,], [Jh]; but the angular momenta and isospins 
of the particle and hole configurations are coupled 
to total angular momentum J and total isospin T. 
Matrix elements of the operators (61) follow from 
Eqs. (58) and (59) {with ([1]11 ~}2l1] II [1]) = (IS)!}, 
leading to 

«[fh]OChLhS~J~T~, [f"]oc"L,,S;J;T;)JMJTMTI as'bl')~{t]· .l')~~l]l([fh]ochLhShJhTh' [!"]oc"L"S"J,,T,,)JMJTMT) 

= a (_1l+Jh+Jp,{Jh J" J)( _1l+Th+Tp.{Th T" T} 
S'b J' J' S T' T' b 

" h " h 

X [(2Jh + 1)(2J~ + 1)(2J" + 1)(2J~ + 1)]!( -1)N+Sh+Lh+Se~ ~~ ~h}( -1)Jv'+SV+Lv+Se; ~; ;} 

X [(2S~ + 1)(2T~ + 1)]!2[C(SU4)"]!([f,,]S,,T,,; [211]Sb II [j,,]S;T~)P=l 
X [(2S~ + 1)(2T~ + 1)]!2[C(SU4h]!([jh]ShTh; [211]Sb II Lj;JS~T~)P=l' (63) 

where it is convenient to express the ordinary angular­
momentum Racah coefficients in their 6-j symbol 
form. The SU(4) Wigner coefficients for the operators 
with Sb = 10, 01 are given by the simple matrix 
elements of Sand T, and have the values 

[C(SU4)]!([j]ST; [211]10 II [j]S'T')p=l 

= <5SS·<5TT·[S(S + 1)]!, 

[C(SU4)]!([J]ST; [211]01 II [J]S'T')P=l 

= <5SS.<5TT.[T(T + 1)]!. (64) 

In these two cases, therefore, Eq. (63) reduces to a 
simple result of ordinary angular-momentum calculus. 
The diagonal-matrix elements of the full interaction 
(60) have been given in Ref. 10. The operator with 
Sb = 11 can give important contributions to both the 
diagonal and off-diagonal matrix elements. From the 
symmetry relation (38'), however, it can be seen that 
matrix elements with S' = S, T' = T are zero for all 
self-conjugate representations such as [yyO] or [211]. 
For configurations with an even number of particles 
(or holes) the most important symmetries for the spin­
isospin functions are likely to be those belonging to 
SU(4) representations such as [0], [11], [22], ... , or 
[211], for which the diagonal-matrix element (63) is 
zero. The last term of (60) is therefore important 

mainly for configurations with an odd number of both 
particles and holes. It can, however, lead to matrix 
elements off-diagonal in both S"T" and ShTh for all 
SU(4) representations, and the last term of (60) may 
be a major contributor to the mixing of different 
particle-hole states with the same space structure. 
The SU(4) Wigner coefficients needed for the evalua­
tion of (63) are given in Tables 4.1-4.6 of Appendix B. 

5.3. Two-Body Operators 

The techniques used in Sec. 5.1 can also be used to 
simplify the expressions for the matrix elements of a 
two-body operator, such as the two-body interaction 

H = 2, hi; . (65) 
i< ; 

Such operators can be decomposed into their 
SU(4) irreducible-tensor parts with components 
(Sj(,S)(bj(,'b) and spherical-tensor character L (for 
orbital space) with components j(,r.. To be invariant 
under rotations in ordinary three-dimensional space 
such operators must be of the form 

[top] '" .A(,s [top];r.=s 
H S ;'b.A(,'b = k ( -1) H (S.A(,S)('b.A(,'b);.A(,r.=-.A(,s . (66) 

.A\.,s 

The reduced matrix elements of the two-particle 
operators are defined by the relation 

([j(2)] oc:iL :iML.S:iMS. T2MT21 h~~oJl~~('b.A(,'b) ;.A(,r. I [f(2)] OC2L2M L.S2M S2 T2M T2) 

= ([l2)]OC2L~ II h[iop];r. II [l2)]oc2L2) ([J(2)]S2T2; [jop]Sb II [J(2)]S~T2) 
X (S2Ms.Sj(,sl S2MS.>(T2MT2bj(,'b I T;M;'2>(L2ML.C.A{,s I L2ML2>· (67) 

(For simplicity, operators antisymmetric in both the space and spin-isospin variables will be excluded so 
that the two-particle matrix elements to be considered will be restricted to those with [f(2)'] = [f(2)].) The 
spin-isospin sums in the cfp expansion for the matrix elements of such operators can be carried out by 
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techniques similar to those of Sec. 5.1. The matrix element between n-nucleon states can then be given by 
the expression 

([J']oc'(J'LS'JMJT'M~1 H~~t;~'G I [f]oc(JLSJMJTMT) 

.N' (n_., ([f(2)]OC' L' II hUop ];8 II [f(2)]OC L ) 
= tn(n - 1) I [t] I 2 2 . 2 2 

u(n-,,][/2)] [.N'[f].N'[f']]! «n-.L,,_. [dIm [fop]]! 
«.L. 
«2L .' 

X ([pn-2)ocn_aLn_a; [P2)]ocaL2 I} [f]ocL)([pn-2)]ocn_2Ln_2; [P2)]oc~L~ I} [j']oc' E) 

X (_I)Ln-.+L.+L-t-8+L'+S'+J[(2L + 1)(2L' + 1)(2S' + 1)(2E + l)]!{ L L2 Ln_2}{L S J} 
2 L~ E 8 S' E 8 

X I U([f][f(2)*][f'][l2)]; [In-2)]; [fop]p) ([f](JST· [f. ]813 II [f'](J'S'T') (TM 13j(, I T'M'). (68) 
p U([f][l2)*][f][l2)]; [f(n-2)]; [0]) , op P T 'G T 

If the two-body operator is a complete space scalar (that is, if the reduced matrix elements are independent 
of OC2 and L2 and if L = 8 = 0), the matrix element again has a very simple form which can be evaluated 
completely with the aid of the tabulations of SU(4) Wigner and Racah coefficients of Appendix B: 

([f'}x' (J' L s' J M J T' M~I H~~~~~ce-Bcalarl [f]oc(JLSJ M J T M T) 

.N'u(n-.,] ([f(2)] II hUoP]11 [f(2)]) 
= in(n - 1)c5[1][f']c5««,c5sS'c5LL, I ! 

[I(n-2)][I(2'] .N'[I] [dim [fop]] 

X I U([f][l2)*][j][l2)]; [f(n-2)]; [Jop]p) ([f](JST· [f. ]013 II [f](J'ST') (TM 13j(, I T'M'). (69) 
P U([f][l2)*][fHl 2)]; [In-2)]; [0]) , op P T 'G T 

If the operator is also an isoscalar (charge-independ­
ent)-that is, if 8 = 0 and 13 = O-then the SU(4) 
tensor character is restricted to [fop] = [0], [22], or 
[422]. For the special SU(4) representations of Sec. 3 
the multiplicity label p is needed only for the case 
[fop] = [422]. In this case the quantum number was 
chosen such that the (S, T)-dependence of the matrix 
element is given solely by the SUe 4) Wigner coefficients 
with p = 1; that is. 

I .N'[j(1l-2)] U([f][2 3][f][2]; [In-2)]; [422Jp) = 0 

[t(n-.,] .N'[f] U([f][23][J][2]; [f(n-2)]; [0]) 

cally (or antisymmetrically) coupled pairs of nucleons 
in the n-nucleon state, where21 

n± = in(n - 1) 1= H!n2 
- 4n + C(SU4)]. (73) 

The SU(4) irreducible tensor form of these operators 
is given by 

T[O] = I [(ai • a j) + ('t';. 't'j)' + (a;. aj)('t';. 't'j)]; 
i<j 

or I1, 
i<; (74) T[22] = I [('t';. 't'j) - (a;. a j)], 

i<; 

In the case of complete space-scalar, charge-inde- If the two-body operator includes the Coulomb 
pendent operators, however, the matrix elements (69) interaction so that it can have isovector (13 = 1) 
have a very simple form which can be derived by much and isotensor (13 = 2) components, the matrix 
more elementary techniques. A complete space- elements (68) and (69) are much more complicated, 
scalar, charge-independent two-body operator can be and their evaluation in general form involves the full 
expressed in terms of the operators SU(4) machinery. The isovector part has SU(4) 

~ 1( (space) ~ ( ) ~ ( ) (7) tensor character [211], and both SU(4) Wigner and 
k 2 1 ± Pi; 'k a i • a j , k 't';. 't'j , 1 

; < i i < j i < i Racah coefficients with p = 1 and p ¢ 1 make a 
where p!?ace) is the Majorana or space exchange contribution to the matrix elements of the n-nucleon 
operator. These have the corresponding well-known system. The isotensor part will receive contributions 
eigenvalues from' operators with SU(4) tensor character [22] and 

[422]. 
n±, 2[S(S + 1) - in], 2[T(T + 1) - in], (72) 

where n+ (n_) are the number of spacial/y symmetri-
It J. M. Blatt and V. F. Weisskopf, Theoretical Nuclear Physics 

(John Wiley & Sons, Inc., New York, 1960), p. 239. 
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5.4. Coulomb Interaction 

The Coulomb energy in nuclei seems to show only 
a relatively mild dependence on the spatial quantum 
numbers, and it may be a good approximation to 
replace the full Coulomb interaction energy by the 
diagonal matrix elements of the complete space­
scalar part of the interaction,9 particularly if the 
motivation focuses on a study of the dependence of 
the Coulomb interaction on nucleon number and the 
spin-isospin, and Wigner supermultiplet quantum 
numbers.9 

The diagonal matrix element of the full Coulomb 
interaction 

e2 

Va = ~ - HCi + t i • t i ) - l(tz; + tzl ) 
i<i ru 

+ l(3tz1tz; - ti • tj)] (75) 

leads to the Coulomb energy formula 

Eo = E~' - MTEg' + [3M~ - T(T + 1)]E~'. 
(76) 

The Coulomb interaction can be decomposed into 

irreducible tensor operators of the type HV~~ij = 
HJ{T;~] , defined in Eq. (66). The full decomposition is 
given in Ref. 9. The complete space-scalar part of the 
Coulomb interaction can be expressed as 

V8pace-8calar _ {.l. (H'[O] + H'[22]) 
a - ex.J6 0;00 0;00 

__ 1_ H,[21l] __ 1_ H I [22]} 
.J2 0;10 .J6 0;20 

+ fJ{ 1 (3H"~0] + H"~422]) .J10 0.00 0,00 

+ .Ji H,,[2l1] + _1_ HII[422]} (77) 
2 0;10 . .J2 0;20 , 

where the coefficients ex and fJ must be calculated for 
each major oscillator shell. [Results for the Ip and 
2s, Id shells are given in Ref. 9. Equation (6b) of 
Ref. 9 should read ex = 127/96, fJ = 7/6.] The two­
body operators H' (characterized by a single prime) are 
built from pair operators atat, (aa) , with SU(4) 
tensor character [11], while the two-body operators 
H" (characterized by a double prime) are built from 
pair operators at at, (aa), with SUe 4) tensor character 
[2], ([23]). These operators have two-particle reduced 
matrix elements 

([11]11 h,[/op] 11[11]) = [di.m [fop]]l, 
dIm [11] 

([2]11 h,,[/op] 11[2]) = [dim [fop]]l. (78) 
dim [2] 

In the approximation in which the full Coulomb 
energy is replaced by its complete space-scalar part, 
the coefficients E~', EW, and Eg' of Eq. (76) can now 
be evaluated with the aid of Eqs. (69), (77), and (78). 
The isoscalar coefficient E~' can also be evaluated by 
more elementary techniques, Eqs. (71)-(74). It has 
the value 

E~' = (ex + 3fJ) In(n - 1) 
16 

+ (ex + 3fJ) [T(T + 1) - in] 
24 

_ (ex - fJ) [C(8U,) + 28(8 + 1) 
24 

- T(T + 1) - !n] + ina.. (79) 

The isovector and isotensor coefficients can be calcu­
lated with the aid of the expressions for the SU(4) 
Wigner and Racah coefficients needed for the evalua­
tion of (69). These are given in Appendix B, which 
includes tabulations of the diagonal coefficients 

«(f]ST; (fop]O'b II (f]ST)p 

with (fop] = [211], [22], and [422], and the needed 
Racah coefficients, including the sums 

~2 = In(n - 1) ~ .N'[i"-21] 

[/n-21] .N'[!] 

X U([f](f(2'*](fUf2']; [j(n-2']; [fop]p) 

U([fUf2'*][f][f 2
']; [fn-

2
']; [0]) . 

(80) 

Results for the isovector and isotensor Coulomb 
energy coefficients E:F and Eg' are collected in Table 
X. Some of these results have been given previouslyD 
in a somewhat different form. It is convenient to 
express the Coulomb energy coefficients in terms of 
the parameters 

b = ·h"(ex + 3fJ), c = ls(ex - fJ), (81) 

and a parameter a. which gives the contribution from 
the interaction of the n nucleons in the partially filled 
major oscillator shell with those of the core. D The 
coefficients c are of the order of 5 to 10 kev for the 
Ip and 2s, Id shells, while b is of the order of 50-
100 kev.22 Since the dependence on the spin-isospin 
and Wigner supermultiplet quantum numbers is given 
entirely by the c terms, it can be seen that the Coulomb 
energy shows only a mild dependence on the quantum 
numbers y, S, T. If the integers yare related to 
nucleon number n, it can be seen that the nature of 

22 J. Jllnecke, in ]sospin in Nuclear Physics, D. H. Wilkinson, 
Ed. (North-Holland Publishing Co., to be published). 
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TABLE X. lsovector and isotensor Coulomb energy coefficients.& 

SU(4) Rep. 
[f] (pp'r) 

[yyO] (yOO) 3ae + 3b(n - I) + I8c b _ c + [(2y + 5)(2y + 3) - 4S(S + I)] 
c (2T _ I)(2T + 3) 

3<le + 3b(n - I) + I8c [y y - 10] 

[yyI] 

(Y -iH) } 
(Y-H-l) 

b + [(y + 2)(y + I) - S(S + I)] 
6 [(2y + 3) + (- I)'-S-.7'(2S + I)(2T + I)] - c c T(T + I) 

- cz 4T(T+ I) 

[yOO] 

[yyy] 
(iyiyil) } 

(lyly -ly) 
3a. + 3b(n - I) + I8c 

-6cz(y + 2) 
b - 2c 

(ly iY ly - I) } 3a. + 3b(n - I) + I8c for 

(
ir//:) - y )+- S = T 

+ 6cz (y +T 2) - (y + 2) +- S = T - I 
(iy ly -(iy - I» 

[yIl] 

[y y - I Y - 1] 

for 

( 

(y + 2) ) T(T+ I) S= T 

[(y + 2) - 2n 
b-2c+2c - S=T-I 

(2T- I)T 

-(y + 2) 
T + I - (y + 2) +- S = T + I [(y + 2) + 2(T + I)] 

- (2T+ 3)(T+ I) S= T+ I 

a z = (rllrl). n = number of nucleons in a major oscillator shell. 

the (n, T)-dependent terms for the Wigner super­
multiplet scheme are very similar to those predicted 
for the low v limit ofthe seniority scheme.9 The results 
of Table X thus seem to indicate that the major 
(n, T)-dependent effects in the systematics of Coulomb 
displacement energies are quite insensitive to the exact 
nature of the wavefunctions of the n-nucleon system. 

6. CONCLUDING REMARKS 

In principle, it is possible to extend the techniques 
used in this investigation for SU(4) to the unitary 
groups needed to classify the space parts of the wave­
functions, such as SU(3) and SU(6) for the lp and 
2s, ld shells, for example. In principle, therefore, the 
full cfp expansions can be summed in general, and the 
matrix elements of one- and two-body operators can 
be expressed entirely in terms of Wigner and Racah 
coefficients for the special unitary groups. In the most 
general case, however, the algebraic nature of such 
coefficients is again very complicated ,23 and the 
expressions for the matrix elements are severely 
complicated by the multiplicity problem and the 
sums over the multiplicity labels. It may, however, 
again be possible to single out certain simple repre­
sentations of special interest for which the summations 
over both the spin-isospin and space quantum num­
bers can be carried out in the cfp expansions for the 
matrix elements. The resultant interplay between the 
Wigner supermultiplet and the spacial quantum 
numbers may lead to interesting studies. 
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APPENDIX A. CALCULATION OF 
NORMALIZATION COEFFICIENTS 

To illustrate the technique used in the calculation of 
the normalization coefficients associated with the step 
operators OQP' Eqs. (11) and Table VII, the details 
of the calculation will be sketched for two of the 
representations of Sec. 3, viz., [yyO] and [y y - 10]. 
In order to evaluate the normalization constants for 
the step operators OQP it is necessary to evaluate 
matrix elements of the type 

([f]{ST}1 E_Q_pEQP I [fHST}) == (E-a_pEQP)' (AI) 

The curly bracket is again used to denote states with 
M. = S, M T = T. There are altogether five inde­
pendent types of such matrix elements, those with 
1'I..{1 = 11, I - 1, 10, 01, and 00, respectively. One 
relation among the five can be obtained from the 
expression for the quadratic Casimir operator, Eq. 
(22b), which gives 

2[(E_1_ 1E11) + (E_11E1- 1) + (E_10E10) + (E0--1EOl)] 

+ (EooEoo) = C(SU4) - S2 - T2 - 4S - 2T. (A2) 

The further evaluation of the matrix elements proceeds 
differently for the different irreducible representations. 

The Representation [yyOJ 

In this representation the possible ST values 
(Table IV) are such that y - S - T = even integer. 
Neighbor states thus have the property IASI + IATI = 
2, so that 

OQP I [yyO]{ST}) = 0 if loci + 1{11 = 1. (A3) 

U J. D. Vergados, Nucl. Phys. Allt, 681 (1968). 



                                                                                                                                    

1592 K. T. HECHT AND S. C. PANG 

This implies 

([yyO]{ST}1 O-rz-pOIZP I [yyO]{ST}) = 0 

for lexl + IPI = 1. (A4) 

With the relations of Tables II and III and the com­
IlI.utation properties of the infinitesimal operators, the 
four equations (A4) lead to four relations among the 
matrix elements (AI): 

1 
(E_10E10) = (E_1_ 1E11) (T +.1) , 

1 
(Eo---1E01) = (E_1_1E11) (S + 1) , 

1 1 
(E_10E10) + (EO- 1E01) SeT + 1) - (E_11E1_ 1) (T + 1) 

_ (BE).! + T(S + 1) = 0 
00 00 S (T + 1) , 

-- 1 1 
(E_10E10) T(S + 1) + (EO_ 1E01) - (E_11E1- 1) (S + 1) 

- (EooEoo).! + T = O. (AS) 
T 

Together with (A2) these furnish the five equations 
needed to evaluate the matrix elements (AI) as 
functions of y, S, and T. In particular, 

(0_1_10 n) 
-------:-= (E_1_ 1En ) 

= (S + 1)(T + 1)(y - S - T)(y + S + T + 4) 

(2S + 3)(2T + 3) 
(A6) 

(°-11°1_1) 
= (E E ) _ (E_1_ 1E11) 

-11 1-1 (T + 1)(2T + 1) 

= T(S + 1)(y + 3 + S - T)(y + 1 - S + T) 

(2S + 3)(2T + 1) 
(A7) 

which lead to the normalization coefficients of Table 
VII. 

The Representation [y y - 1 0] 

The unit step operators 01Z0' 001Z do not give zero 
when acting on the states of the representation 
[y y - I 0], so that the construction of the state 
vectors is more complicated than in the previous 
example. However, from the relations 

([y y - 1 O]{ST}I O_IZ_pOIZP I[y y - 10]{ST}) 

= ([y Y - 10]{S + ex, T + P}I 

X 0lZpO-IZ-P I[y y - 1 O]{S + ex, T + P}> (AS) 

with the four exp values 11, 1 - 1, 10, and 01, four 
equations are obtained, which, together with (A2) , 

are sufficient to determine the five needed matrix 
elements. Equations (AS) are essentially recursion 
equations relating matrix elements of states with 
S + T = Y - (k - 1) (states shown ip the kth 
column of Table V) to matrix elements of states with 
S + T = Y - (k - 1) + ex + P [states in the (k­
ex - P)th column of Table V]. General expressions for 
the matrix elements must thus be evaluated through 
recursion techniques. For this purpose it is convenient 
to expand the shorthand notation of Eq. (AI) with a 
subscript k for states with S + T = Y - (k - 1), 
identifying the corresponding kth column of Table V. 
The recursive process is sketched in this section. 

Matrix Elements for States with k = I: S + T = Y 
Since Ell' E10 , E01 give zero when operating on 

states with k = 1, 

(E-1- 1E11)1 = (E_10E10)1 = (E0-1E01)1 = O. (A9a) 

Also, Eoo commutes with E_n, which is equivalent to 
0_11 when acting on states with k = 1. The matrix 

element (Eoo£oo)l is thus independent of Sand T and 
can be evaluated from (A2) applied to the highest 

weight state. This gives (EooBoo)l = t. With these 
four matrix elements (A2) can be used to evaluate 

(E_11E1- 1)1 = (S + l)(T - 1) with S + T = y. 
(A9b) 

With the relations of Tables II and III these lead to 

(0-1101-1)1 = (S + t)(T - 1), 
(OnO_1_1)1 = (S - l)(T -l)(S + T + 1) , 

ST 

(00) = (S - t)(S + T + 1) (AI0) 
10 -10 1 2S(T + 1) , 

(00) = (T - l)(S + T + 1) . 
01 0-1 1 2T(S + 1) 

Matrix Elements for States with 
k = 2: S + T = Y - 1 

The basic recursion relation (AS) gives 

(00-1001)2 = ({S, T + 1}1 00PO-1 I{S, T + 1}>k=l 
(T + l)(S + T + 2) 

= 
2(T + 1)(S + 1) 

(Alla) 

(0-10010)2 = ({S + 1, T}I 0 100_10 I{S + 1, T}>k=l 
(S + t)(S + T + 2) 

2(S + 1)(T + 1) , 
(Allb) 

where the right-hand side follows from (AIO). Also, 
since states with S + T = Y + 1 do not exist, 

(0-1-1011)2 = O. (Al1c) 
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Finally, setting oc{J = I - I in the recursion relation 
(A8), and using the relations of Table II together with 
the commutation properties of the operators and the 
results (All), a recursion relation is obtained for the 

matrix elements (E_11E1- 1)2: 

<{ST}I E_11E1- 1 I{ST})k=2 

= <{S + 1, T - 1}1 E_n E1_ 1 1{S + 1, T - 1})k=2 

+ (y + 1)(y + i)(S - T + 1) + (S _ T + 2). 
2(S + l)(S + 2)T(T + 1) 

(A12) 
With the initial term 

<{Y - -i, i}1 E_n E1- 1 1{Y - t, U)2 

2(y - l)(y + 1) 
= 

3(y - i) 
(AB) 

which follows from 01-1 I{y - t, i}) = 0, the result 
of the recursion process gives 

(E E ) = (S + i)(T + i)(S + T + 2) 
-n 1-1 2 (S + l)(T + 1) 

+ (S + i)(T - i). (A14) 

This result, together with Eqs. (All) and (A2) leads to 

the five basic matrix elements (E-a.-pEa.p)2 and the 

remaining matrix elements (0_"_pO,,p)2 with oc{J = 
-1-1, -10,0 - 1, -11. 

Matrix Elements for States of Arbitrary k 

The recursion equation (A8) relates the matrix 

elements (O-I-10nh to those of type (OnO-l-l)k-2, 

and the matrix elements (0-10010)k and (0o-1001h 

to those of type (0100 -10)k-1 and (001 0o-1)k-l. Since 
matrix elements for states in the (k - l)th and 
(k - 2)th column of Table V are known, the matrix 

elements (E_a._pE"p)k with oc{J = 11, 10, and 01 can be 

evaluated. Matrix elements (E_n E1- 1)k are evaluated 
from the recursion equation which is the analog of 
(AI2), while those with oc{J = 00 then follow from Eq. 
(A2). From the five basic matrix elements all others 
follow. 

APPENDIX B. TABLES OF 8U(4) WIGNER 
AND RACAH COEFFICIENTS 

The SU(4) Wigner coefficients tabulated are those 
involving products of the special SUe 4) representations 
enumerated in Sec. 3 with the representations [1], and 
[2] or [11], needed for one- and two-particle cfp's, as 
well as products with [211], [22], and [422]. Wigner 
coefficients involving the coupling with [22] and [422] 
include only the coefficients for the diagonal matrix 

elements of the corresponding two-body operators 
used in the applications. In those special cases where 
the SU(4) Wigner coefficients coincide with the 
numerical tabulations of Jahn and coworkers,2.24 
there are differences in the phases of the coefficients. 
Unfortunately, there is no simple relationship between 
the phase conventions used in this work and the 
earlier ones of Ref. 2 (which involve many arbitrary 
choices of sign). 

The tables of SU(4) Wigner coefficients are pre­
ceded by Table A.O listing all of the cases covered in 
the subsequent tables. Other coefficients can be ob­
tained from these through the symmetry properties 
(I)-(III), Eqs. (38)-(40), and (38'). 

The SU(4) U coefficients tabulated are those needed 
to evaluate diagonal m~trix elements of one- and two­
body operators; that is, 

U«(f](f12)*](f](f12)]; (f112)]; (fop]p) 

with (f12)] = [1], and [2], or [11], Tables VII and 
VIII, respectively. The tables include the sums 

~ X[f(tl-1I] 
~1 = n £.. 

[1'''-11] X [I] 
U([fUl S][fUl]; [j<n-1)] ;[fop]p) 

X ~~=-~~=-=---~~~ 
U([fUl S][fUl]; [fln-O]; [0]) 

and 
X (tl-21 

~2 = In(n - 1) L [f ] 

[1'''-21] X[f] 

X U([f][j<2)*][f][j<2)]; [fln-2)]; [fop]p) 

U([f][j<2)*][fUf I2 )]; [j<n-2)][0]) 

(Bl) 

(B2) 

with (f12l] = [2] or [11]. The summations are over 
all possible values of (fIn-I)] or (fln-2l], that is, over 
all possible rows of Tables VII and VIII. X[f] denotes 
the dimension of the irreducible representation of the 
symmetric group on n objects described by the Young 
tableau [fl. 

The sums ~1 are expressed in general form in Eq. 
(59). From the nature of the operators with irreducible 
tensor character [422] and [22], Eqs. (36) and (74), it 
can be seen that the sums ~2 with (fop] = [422] or [22] 
can be functions only of the SU(4) quantum numbers 
and must be independent of nucleon number n. With 
(fop] = [211], on the other hand, the sums ~2 are 
functions of the full U(4) representation labels. In 
Tables VIII, the SU(4) irreducible representation 
labels [f1 - f(, f2 - f4' fs - f4] are expressed in terms 
of the integers y. The label f4 is replaced by the integer 
x; the full U(4) tableau is assumed to include x 
columns of 4. 

24 J. P. Elliott, J. Hope, and H. A. Jahn, Phil. Trans. Roy. Soc. 
London A246, 241 (1953). 
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S.T. 

S+lT+l 

S-lT-l 

S+lT-l 

S-lT+l 
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TABLE A.O. Organization of tables of SU(4) Wigner coefficients. [[<11] x [[<2'] ~ [fl. 

[f ll'] [[<I'] 

[yyO] [1] 
[y Y - 10] [1] 
[yyl] [1] 
[yOO] [1] 
[ylO] [1] 
[yll] [1] 

[yyO] [ll] 
[yOO] [ll] 
[y y - 10] [ll] 
[yll] [ll] 

[y y - 1 0] [2] 
[yyl] [2] 
[yOO] [2] 
[y - 110] [2] 
[yll] [2] 

[yyO] [2ll] 
[yOO] [2ll] 
[y y - 1 0] [2ll] 
[y y - 1 0] [2ll] 
[yIO] [211] 
[yll] [2ll] 

[yyO] [22], [422] 
[yOO] [422] 
[y y - 1 0] [22], [422] 
[yll] [22], [422] 

S+lT+l 

S-lT-l 

S+lT-l 

S-lT+l 

TABLE Al.2. 

[f] Table number 

[y + 1 yO], [yyl] A1.l 
[yyO] Al.2 

[y - 1 Y - 1 0] Al.3 
[y + 1 00], [yl0] Al,4 
[y + 1 10], [yll] Al.5 

[y - 1 00], [y + 1 11] Al.6 

[y + 1 Y + 10], [y - 1 Y - 1 0] A2.1 
[y + 1 10], [yll] A2.2 

[y + 1 yO], [yyl], [y - 1 Y - 2 0] A2.3 
[y - 1 10], [yOO] A2.4 

[y + 1 yO], [yyl] A3.1 
[y y - 1 0], [y - 1 Y - 1 1] A3.2 

[y + 1 10], [y + 2 00] A3.3 
[y + 1 10], [yll] A3.4 

[y + 2 ll], [y - 1 10], [yOO] A3.5 

[yyO] 
[yOO] 

[y y - 1 0] 
[y + 1 Y + 11] 

[yl0], 
[yll], 

[yyO] 
[yOO] 

[y y - 1 0] 
[yll] 

TABLE Al.l. 

[
(y - S - T +'I)J1 

2(y + 2) 

[
(y + S + T + 3)J I 

2(y + 2) 

[
(y - S + T + 2)J I 

2(y + 2) 

[
(y + S - T + 2)J I 

2(y + 2) 

A4.1 
A4.2 

p = 1,2, A4.3 
A4,4 

p = 1,2, A4.S 
p = 1,2 A4.6 

AS.I, S.2 
AS.3 

p = 1,2 A6.1,6.2 
p = 1,2 A6.3,6.4 

/ [yyO] [100]11 [YYl]) 
\ S.T.; H ST 

[
(y + S + T + 3)J t 

2(y +2) 

_ [(y - S - T + I)J I 
2(y + 2) 

[
(y + S - T + 2)J l 

2(y + 2) 

_ [(y - S + T + 2)Jl 
2(y + 2) 

TABLE Al.3. 

([y Y - 10] [100] II [yyO]) 
S.T.; H ST 

S.Tl ( 
[yyl] [100111 [y - 1 Y - 1 01) 
S.T.; H ST 

_ [(y - S - T)(S + 1)(T + 1)J I 
y(2S + l)(2T + 1) 

[(y + S + T + 2)S8 t 
y(2S + 1)(2T + 1) 

[(y - S + T + 1)(S + I)Tr 
y(2S + 1)(2T + 1) 

[(y + S -: T + I)S(T + 1)r 
y(2S + I)(2T + 1) 

S+!T+! 

S-lT-l 

S+lT-l 

S-lT+l 

[
(y + S + T + 3)(S + I)(T + I)J I 

(y + 3)(2S + 1)(2T + 1) 
_ [ (y - S - T + I)ST J I 

(y + 3)(2S + I)(2T + 1) 
_[(y + S - T+ 2)(S + 1)71l 

(y + 3)(2S + 1)(2T + 1) J 

[
(y - S + T + 2)S(T + I)Jl 
(y + 3)(2S + J)(2T + 1) 
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TABLE Al.4. 

< 
[yOO] [100] II [YlO]) 
SIT1 ; H ST= S 

S + 1 S + 1 [(S + 1)(y + 1 - 2S)J 1 [ s(y + 3 + 2S) J t 
(y + I)(2S + 1) (y + I)(2S + 1) 

S -1 S _ 1 [S(y + 3 + 2S) J t [(S + 1)(y + 1 - 2S)J t 
(y + I)(2S + 1) (y + I)(2S + 1) 

S+lS-l 

S-lS+l 

S-lS-l 

S+lS+l 

S-lS-i 

S-lS-l 

S+lS-l 

< 
[yOO] [100] II [yl0] ) _ < [yOO] [100] II [yIO] \-

S -1 S -1; H S(S - 1) - S + 1 S + 1; H S(S + 1)/ - +1. 

ST 

SS 

SS 

SS 

SS 

S (S - 1) 

S (S - 1) 

S (S - 1) 

TABLE A1.S. 

< 
[ylO] [100] II [y + 1 10]) 
SITI; H ST 

1 [y + IJI 
=(2S-:::-+-;---:-;"I) y 

1 [y + IJI 
(2S+ 1) -y-

[(2S - I)(S + I)(y + 2 + 2S)]1 
(2S + I)[y]' 

[(2S + 3)S(y - 2S)]i 
(2S + I)[y]' 

1 

V2 
1 

- V2 

o 

o 

[
(S - I)(y + 2 + 2S)(y + I)J 1 [(S - I)(y + 2 - 2S)J I 

(2S - I)y(y + 2) 2(2S - I)(y + 2) 

[
(y + 2 + 2S)(y + 2 - 2S)J' -S[2(y + 1)]i 

- (2S - 1)(2S + I)y(y + 2) [(2S - 1)(2S + 1)(y + 2)]i 

[
(S + I)(y + 2 - 2S)(y + I)J' _[(S + I)(y + 2 + 2S)Jt 

(2S + I)y(y + 2) 2(2S + I)(y + 2) 

< 
[yl0] [100]11 [y + 1 10]) = ([YlO] [100] II [y + 1 10] \ / [yIO] [100] II [y11] \ = _( [yIO] [100] II [y11] ). 
TISI; H (S - I)S SITI; H S(S - 1) I' \ TISI; H (S - I)S J SIT!; H S(S - 1) 

SITI ST 

S+lS+l ss 

TABLE A1.6. 

< 
[y11] [100] II [(y - 1) 00]) 
SITI; H ST 

1 [(S + I)(2S + 3)(y + 3 + 2S)J t 
(2S + 1) 3(y + 3) 

<
[Y11] [100]11 [(y + 1) 11]\ 
SITI; H ST / 

1 [S(2S + 3)(y + 1 - 2S)(y + 2)J' 
(2S + 1) y(y + 3) 

1595 

S-lS-l ss -1 [S(2S - I)(y + 1 - 2S)J t 

(2S + 1) 3(y + 3) 
~-:-I -:7 [(S + I)(2S - I)(y + 3 + 2S)(y + 2)J i 
(2S + 1) y(y + 3) 

S+lS-l ss 

S-lS+l ss 

S+!S-! S (S - 1) 

S-lS-l S (S - 1) 

S-lS-i S (S - 1) 

2 [S(S + I)(y + 2)J t 
(2S + 1) 3(y + 3) 

_2_ [S(S + I)(y + 2)J 1 
(2S + 1) 3(y + 3) 

-1 [(y + 1 - 2S)(y + 3 + 2S)Jt 
(2S + 1) y(y + 3) 

-1 [(y + 1 - 2S)(y + 3 + 2S)Ji 
(2S + 1) y(y + 3) 

[
(S + I)(y + 1 - 2S)]t 

(2S + I)y 

[ 
(y+2) Ji 

J(2S - I)(2S + 1) 

[
(S - 1)(y + 1 + 2S)Ji 

(2S - I)y 

(
[Y11] [100] II [(y + 1)11]) = ([Y11] [100]11 [(y + 1)11]). 
TISI; H (S - 1)S SIT1 ; H S(S - 1) 



                                                                                                                                    

1596 

S + 1 T; 10 

S T + 1; 01 

S T- 1; 01 

S - 1 T; 10 

K. T. HECHT AND S. C. PANG 

TABLE A2.1. 

( 
[yyO] [110] II [y + 1 Y + 1 0]) 
SITl ; SsTs ST 

_ [(S + 1)(y - S + T + 2)(y - S - T + I)J! 
2(y + 1)(y + 2)(2S + 1) 

_ [(T + I)(y + S - T + 2)(y - S - T + I)J t 
2(y + 1)(y + 2)(2T + 1) 

[
T(y + S + T + 3)(y - S + T + 2)J t 

2(y + 1)(y + 2)(2T + 1) 

[
S(y + S + T + 3)(y + S - T + 2)J! 

2(y + 1)(y + 2)(2S + 1) 

TABLE A2.2. 

< 
[yyO] [110] II [y - 1 Y - 1 0]\ 
SITl ; S2TS ST / 

[
(S + 1)(y + S - T + 2)(y + S + T + 3)J t 

2(y + 2)(y + 3)(2S + 1) 

_ [(T + 1)(y - S + T + 2)(y + S + T + 3)J t 
2(y + 2)(y + 3)(2T + I) 

[
T(y - S - T + 1)(y + S - T + 2)J! 

2(y + 2)(y + 3)(2T + I) 

_ [S(y - S - T + 1)(y - S + T + 2)J! 
2(y + 2)(y + 3)(2S + I) 

SIT1 ; SsTs ST < [yOO] [110] II [y + 1 10]) 
SlTl ; S2TS ST 

/ [yOO] [110] II [yll] \ 
\SlTl ; SsTs ST / 

SS; 10 ss -1/,V2 1/'V2 
SS; 01 SS -1/'1/2 -1/'1/2 

S - 1 S - I; 10 S(S - 1) [Y+2+2~T 
2(y + 2) 

[y+2- 2Sr 
2(y + 2) 

SS; 01 S(S - I) _[Y+2-2~T 
2(y + 2) 

(1+2+ 2Sr 
2(y + 2) 

S + 1 S + 1; 10 S(S + 1) _[{-
2Sr 

(y + 2) 
-(1 +4 +2~t 

2(y + 2) 

SS; 01 S(S + 1) [y+4+2~! 
2(y + 2) 

_[(-
2Sr 

(y + 2) 



                                                                                                                                    

T A23 <[Y Y - 1 0] [110] " [['J) 
ABLE •• ~TI; S.T. ST' 

SIT1 ; S.T. [['J = [y + 1 yO] [['J = [yyl] 

(a) y - S - T = even integer 

S + 1 T; 10 
_ [(2S + 3)(y - S - T)0' - S + T + 2)J! 

Sy(y + 2)(S + 1) 
_ [(2S + 3)0' - S - T)(y + S - T + 2)]* 

160' + 1)0' + 2)(S + 1) 

ST; 10 _ [(y - S + T + 2)0' + S - T + 2)J! {0' + 1)(2S + 1) + S + T + 1} 

Sy(y + 2)S(S + 1) 4[0' + 1)(y + 2)S(S + I)]} 

S - 1 T; 10 [<2S - 1)0' + S + T + 2)0' + S - T + 2)J ~ 
Sy0' + 2)S 

_ [(2S - 1)0' + S + T + 2)0' - S + T + 2)J t 
16(y + O(y + 2)S 

S T + 1; 01 
_ [(2T + 3)(y - S - T)(y + S - T + 2)]* 

SY0' + 2)(T + 1) 
[(2T + 3)(v - S - T)(y - S + T + 2)]* 

160' + I)(y + 2)(T + 1) 

ST;OI _ [0' + S - T + 2)0' - S + T + 2)J' -{0' + 1)(2T+ 1) + S + T+ 1} 

Sy0' + 2)T(T + 1) 4[(y + I)(y + 2)T(T + 1)]} 

S T - 1; 01 
[(2T - 1)0' + S + T + 2)0' - S + T + 2)1! 

SY0' + 2)T 
[(2T - 1)0' + S + T + 2)(y + S - T + 2)J 

160' + 1)0' + 2)T 

(b) y - S - T = odd integer 

S + 1 T; 10 
_ [(2S + 3)0' - S - T + I)(y - S + T + I)J 

Sy0' + 2)(S + I) 
_ [(2S + 3)(y - S + T + 1)0' + S + T + 3)J t 

160' + 1)0' + 2)(S + I) 
_ [(y + S + T + 3)(y - S - T + Or {(y + 1)(2S + 1) + S - T} 

ST; 10 
Sy(y + 2)S(S + I) 4[(y + 1)0' + 2)S(S + I)]! 

S-IT;1O [(2S - 1)0' + S + T + 3)(y + S - T + I)J} 
Sy(y + 2)S 

_ [(2S - I)(y + S - T + 1)(y - S - T + OJ! 
16(y + I)(y + 2)S 

S T+ 1;01 
_ [(2T + 3)(y - S - T + 1)0' + S - T + I)J 

Sy(y + 2)(T + I) 
_ [(2T + 3)0' + S - T + 1)(y + S + T + 3)r 

160' + I)(y + 2)(T + I) 

ST; 01 
_ [0' + S + T + 3)(y - S - T + 1)J! {0' + 1)(2T + 1) - S + T} 

Sy0' + 2)T(T + 1) 4[(y + 1)(y + 2)T(T + 1)]t 

S T- 1; 01 [(2T - 00' + S + T + 3)0' - S + T + OJ 
Sy0' + 2)T 

_ [(2T - 00' - S + T + 1)(y - S - T + 1)]* 
160' + l)(y + 2)T 

[['J = [y - 1 Y - 2 0] 

[(2S + 3)(y + S + T + 2)0' + S - T + 2)J 
S0' + 1)(y + 3)(S + 1) 

[(y + S + T + 2)0' - S - T)J! 
S(y + I)(y + 3)S(S + 1) 

_ [(2S - I)(y - S - T)0' - S + T + 2)r 
S(y + 1)0' + 3)S 

_ [<2T + 3)0' + S + T + 2)0' - S + T + 2)J 
S(y + I)(y + 3)(T + 1) 

[0' - S - T)(y + S + T + 2)J! 
- S(y + I)(y + 3)T(T + 1) 

[(2T - 1)0' - S - T)0' + S - T + 2)J* 
S(y + 1)0' + 3)T 

[(2S + 3)(y + S + T + 3)0' + S - T + 1)J 
S0' + 1)0' + 3)(S + I) 

[0' - S + T + 1)0' + S - T + I)J i 
S0' + 00' + 3)S(S + I) 

_[(2S - 1)0' - S - T + 1)0' - S + T + 1)J! 
S0' + I)(y + 3)S 

_[(2T + 3)(y - S + T + 1)(y + S + T + 3)J! 
S(y + 1)(y + 3)(T + I) 

_ [(y + S - T + O(y - S + T + I)J I-
S(y + 1)0' + 3)T(T + 1) 

[(2T - 1)(y - S - T + 1)(y + S - T + I)J 
S(y + l)(y + 3)T 

~ 
::t:: 
tIl 

~ ..... 
0 
Z 
tIl 
:;0 

til 
c::: 
"CI 
tIl 
:;0 

~ 
c::: 
t'"" 
~ ..... 
"CI 
t'"" 
tIl 
~ 

til 
(") 

::t:: 
tIl 
~ 
tIl 

-I.Il \C 
....:I 



                                                                                                                                    

1598 

SlT1 ; SaTa ST 

S+ 1 S; 10 SS 
SS+I;OI SS 

SS; 10 SS 
SS; 01 SS 

S -1 S; 10 SS 
S S - 1; 01 SS 

S S - 1; 10 S(S - 1) 
S - 1 S; 01 (S - I)S 

S - 1 S - 1; 10 S(S - 1) 
S - 1 S - 1; 01 (S - I)S 

S S; 01 S(S - 1) 
S S; 10 (S - 1)S 

S S - 1; 01 S(S - 1) 
S - 1 S; 10 (S - I)S 

K. T. HECHT AND S. C. PANG 

TABLE A2A. 

[
(2S + 3)S(y + 2 + 2S)(y + 2)J! 

4(S + 1)(2S + 1)y(y + 3) 

[
(y - 2S)(y + 2 + 2S)J t 

4S(S + l)y(y + 3) 

[
(2S - l)(S + 1)(y - 2S)(y + 2)J! 

4S(2S + 1)y(y + 3) 

_ [(y + 2)(S + 1)J' 
4S(y + 3) 

[
(S - 1)(y + 2 - 2S)J! 

4S(y + 3) 

[
(S + 1)(y + 2 + 2S)J' 

4S(y + 3) 

[
(y + 2)(S - 1)J l 

4S(y + 3) 

_ [(2S + 3)(y - 2S)J ' 
6y(2S + 1) 

[Y;2r 
[

(2S"":' 1)(y + 2 + 2S)J' 
6y(2S + 1) 



                                                                                                                                    

S+lT+1; 11 

S+IT; 11 

S+lT-1;11 

S-lT+1; 11 

S-lT; 11 

S-lT-1; 11 

ST+1;11 

S T; 11 

ST-l; 11 

S T; 00 

S+lT+1;11 

S+IT; 11 

S+IT-l; 11 

S-IT+l;11 

S - 1 T; 11 

S-IT-l;11 

ST+1;11 

S T; 11 

ST-l;11 

S T; 00 

THE WIGNER SUPERMULTIPLET SCHEME 1599 

TABLE A3.1. 

(
[y y - 1 0] [200] II [y + 1 yO]) 

S.T.; S.T. ST (
[y y - 1 0] [200] II [yy1]) 

S.T.; S.T. ST 

(a) y - S - T = even integer 
o 0 

_[(2S + 3)(T+ 1)(y - S - T)(y - S + T+ 2)J* _[(2S + 3)(T+ 1)(y - S - T)(y + S - T+ 2J* 
24y(y + 2)(S + I)T 16(y - 1)(y + 2)(S + l)T 

[
(2S + 3)(2T - 1)(y - S + T)(y - S + T + 2)J' [(2S + 3)(2T-l)(y - S + ::O(y + S - T+ 2)J' 

24y(y + 2)(S + 1)T 16(y - 1)(y + 2)(S + I)T 

[
(2S - l)(2T + 3)(y + S - T)(y + S - T + 2)J * _ [(2S - 1)(2T + 3)(y + S - T)(y - S + T + 2)J' 

24y(y + 2)S(T + 1) 16(y - 1)(y + 2)S(T + 1) 

_ [(2S - l)T(y + S + T + 2)(y + S - T + 2)Jl [(2S - 1)T(y + S + T + 2)(y - S + T + 2)Ji 
24y(y + 2)S(T + 1) 16(y - 1)(y + 2)S(T + 1) 

o 0 

_ [(S + 1)(2T + 3)(y' - S - T)(y + S - T + 2)J' [(S + l)(2T + 3)(y - S - T)(y - S + T + 2)J * 
24y(y + 2)S(T + 1) 16(y - 1)(y + 2)S(T + 1) 

{2ST+ S + T} 

[
(y + S - T + 2)(y - S + T + 2)J t 

x 24y(y + 2)S(S + 1)T(T + 1) 

(S - T){2ST + S + T + y + 2} 
[16(y - 1)(y + 2)S(S + 1)T(T + 1)]i 

_ [S(2T - 1)(y + S + T + 2)(y - S + T + 2)J i 
24y(y + 2)(S + I)T 

_ [S(2T - 1)(y + S + T + 2)(y + S - T + 2)J1 
16(y - 1)(y + 2)(S + I)T 

[
(y + S - T + 2)(y - S + T + 2)J 1 

6y(y + 2) 

(S - T) 
[4(y - 1)(y + 2)], 

(b) y - S - T = odd integer 

x (y - S - T + 1) x (y + S + T + 3) 
[

(2S + 3)(2T + 3)(y - S - T - 1) ]' [(2S + 3)(2T + 3)(y - S - T - I)J' 

- -----,2;:-:4y~(y;---:+-;2~)(;-:::S-;+-I:7)(:;-;;T:;-'-+:---:-;:1)------' - 16(y - 1)(y + 2)(S + 1)(T + 1) 

[
(2S + 3)T(y - S + T+ 1)(y - S - T+ 1)Ji [(2S + 3)T(y - S + T+ 1)(y + S + T+ 3)J1 

24y(y + 2)(S + 1)(T + 1) 16(y - 1)(y + 2)(S + 1)(T + 1) 
o 0 
o 0 

x(y+S+T+~ X(y-S-T+1) 
[

(2S - 1)(T + 1)(y + S - T + 1) J' [(2S - I)(T + 1)(y + S - T + 1) J' 
-------,2::-:"4y-:(y:--+-:27-:)S=T=------ - 16(y - 1)(y + 2)ST 

x (y + S + T + 3) x (y - S - T + 1) 
[

(2S - 1)(2T - 1)(y + S + T + 1) J1 [(2S - 1)(2T - 1)(y + S + T + 1) Ji 

- -------,2,....,4y:-(,-y-+:-2:-:-)S=T=-'------ 16(y - 1)(y + 2)ST 

[
S(2T + 3)(y + S - T + 1)(y - S - T + l)JI [S(2T + 3)(y + S - T + 1)(y + S + T + 3)J' 

24y(y + 2)(S + 1)(T + 1) 16(y - 1)(y + 2)(S + 1)(T + 1) 

-{2ST + S + T + I} 

[
(y + S + T + 3)(y - S - T + I)Ji (S + T + l){y + 1 - S - T - 2ST) 

x 24y(y + 2)S(S + l)T(T + 1) [16(y - 1)(y + 2)S(S + l)T(T + l)]i 

x(y+S+T+~ x(y-S+T+1) 
[

(S+I)(2T-1)(y-S+T+1) Jl [(S+1)(2T-1)(Y-S-T+l) Ji 

------=-24:-y7""(y~+:-2=:-)S-=.T=-'----- - 16(y - 1)(y + 2)ST 

[
(y + S + T + 3)(y - S - T + I)J l (S + T + 1) 

6y(y + 2) [4(y - l)(y + 2)]1 



                                                                                                                                    

1600 

S+IT+l; 11 

S + 1 T; 11 

S+IT-l;l1 

S-IT+l; 11 

S - 1 T; 11 

S-IT-l; 11 

ST+l;l1 

S T; 11 

ST-l;l1 

ST; 00 

S+IT+l; 11 

S + 1 T; 11 

S+IT-l; 11 

S-1 T+l; 11 

s - 1 T; 11 

S-IT-l; 11 

ST+l;ll 

S T; 11 

ST-l;ll 

S T; 00 

K. T. HECHT AND S. C. PANG 

TABLE A3.2. 

(a) y - S - T = even integer 

(2S + 3)(2T + 3)(y - S - T)(y + S + T + 4) t x (y + S + T + 4) 
[

(2S + 3)(2T + 3)(y + S + T + 2) Jt 
[ 16(y + I)(y + 4)(S + 1)(T + 1) ] 24(y + 1)(y + 3)(S + I)(T + 1) 

_ [(2S + 3)T(y - S - T)(y + S - T + 2)J t _ [(2S + 3)T(y + S + T + 2)(y + S - T + 2)J t 
16(y + I)(y + 4)(S + 1)(T + 1) 24(y + 1)(y + 3)(S + 1)(T + I) 

o 0 
o o 

[

(2S - 1)(T + 1)(y - S + T + 2) Ji 
____ :-=-:-_..,.,...,..._x..,.,.(y~+-S-+-T-+-2) _ [(2S - 1)(T + 1)(y - S - T)(y - S + T + 2)J' 

16(y + 1)(y + 4)ST 24(y + 1)(y + 3)ST 

[

(2S - 1)(2T - 1)(y - S - T + 2) Ji 
___ ---,-:-:-_,..,....,..._x.,.,..(y~+-S-+-T-+-2) [(2S - 1)(2T - 1)(y - S - T)(y - S - T + 2)J t 

- 16(y + I)(y + 4)ST 24(y + 1)(y + 3)ST 

[
S(2T + 3)(y - S - T)(y - S + T + 2)J t [S(2T + 3)(y - S + T + 2)(y + S + T + 2)J 1 

16(y + I)(y + 4)(S + 1)(T + I) 24(y + 1)(y + 3)(S + I)(T + 1) 

(S + T + 1){y + 2 + S + T + 2ST} 
[16(y + 1)(y + 4)S(S + I)T(T + 1)], 

x (y + S - T+ 2) 
[

(S + 1)(2T- I)(y + S + T+ 2) J! 
-(S + T+ I) 

[4(y + I)(y + 4)]1 

-{2ST + S + T + I} 

[ 
(y - S - T)(y + S + T + 2) J t 

x 24(y + 1)(y + 3)S(S + I)T(T + I) 

[
(S + 1)(2T - I)(y - S - T)(y + S - T + 2)JI 

24(y + I)(y + 3)ST 

[
(y - S - T)(y + S + T + 2)J t 

6(y + 1)(y + 3) 

(b) y - S - T = odd integer 

o 0 

[

(2S + 3)(T + 1)(y - S + T + 1) ]' [(2S + 3)(T + 1)(y + S + T + 3) Ji 
x(y+S+T+~ x(y+S-T+1) 

----~------~--------16(y + 1)(y + 4)(S + I)T 24(y + I)(y + 3)(S + I)T 

x(y+S-T+~ x(y+S-T+1) 
[

(2S + 3)(2T - 1)(y - S + T + I) J t [(2S + 3)(2T - 1)(y + S - T + 3) JI 
- ---1:;-,6,.,..(y-+,......-:-::I)..,...(y-+~4)-;-:(S=-+~I):-=T:---- - 24(y + 1)(y + 3)(S + I)T 

x(y-S+T+~ X(y-S+T+l) 
[

(2S - 1)(2T + 3)(y + S - T + I) J' [(2S - 1)(2T + 3)(y - S + T + 3) Ji 
----::-:16-:-:"(y-+.,...-::-:I),-;-(y-+..,...--,,4)-=S=(T=-+---:":1)--- - 24(y + 1)(y + 3)S(T + I) 

_ [(2S - I)T(y - S - T + I)(y + S - T + I)J i [(2S - I)T(y - S - T + I)(y - S + T + 1)J 1 
16(y + I)(y + 4)S(T + I) 24(y + 1)(y + 3)S(T + I) 

o 0 

x (y + S - T + I) x (y - S + T + I) 
[

(S + 1)(2T + 3)(y + S + T + 3) ]i [(S + 1)(2T + 3)(y + S + T + 3) ]' 

----:-:16:-;-(y-+""""'-:O:I)-:-(y-+--:":4)-=S=(T=-+---:-:I)----.:. - 24(y + 1)(y + 3)S(T + I) 

(S - T){y + 1 - S - T - 2ST} 

[16(y + 1)(y + 4)S(S + I)T(T + 1)]1 

_ [S(2T - I)(y - S - T + I)(y - S + T + 1)J! 
16(y + I)(y + 4)(S + I)T 

-(S - T) 
[4(y + I)(y + 4)]1 

{2ST+ S + T} 

[
(y + S - T + 1)(y - S + T + 1) ] t 

x 24(y + I)(y + 3)S(S + I)T(T + I) 

_ [S(2T - 1)(y - S - T + I)(y + S - T + 1)J 1 
24(y + I)(y + 3)(S + I)T 

[
(y + S - T + I)(y - S + T + 1)J 1 

6(y + 1)(y + 3) 



                                                                                                                                    

S,T, ; S.T. ST 

S+IS+1; 11 SS 

S-IS-I; 11 SS 

SS; 11 SS 

SS; 00 SS 

S S; 11 S(S - 1) 
S S; 11 (S - I)S 

S - 1 S - 1; 11 S(S - 1) 
S - 1 S - 1; 11 (S - l)S 

SlTl ; S.T. ST 

S+ 1 S+ 1; 11 SS 

S+ 1 S; 11 SS 
SS+l;11 SS 

SS; 11 SS 

SS-l;11 SS 
S-1 S; 11 SS 

S-IS-I; 11 SS 

SS; 00 SS 

S+ 1 S; 11 SS-l 

SS; 11 SS-l 

SS-I;l1 S S-1 

S -1 S; 11 SS-l 

S-l S-I; 11 SS-1 

S - 1 S - 2; 11 SS-1 

SS-I;OO SS-1 

THE WIGNER SUPERMULTIPLET SCHEME 1601 

TABLE A3.3. 

/ [yOO] [200] II [y + 110]\ 
\SlT, ; S.T. ST / 

_ [S(2S + 3)(y - 2S)(y + 4 + 2S)J 1 
2y(y + 2)(S + 1)(2S + 1) 

[
(S + 1)(2S - 1)(y + 2 + 2S)(y + 2 - 2S)J 1 

2y(y + 2)S(2S + 1) 

{y + 2 - 2S(S + I)} 
[2y(y + 2)S(S + 1)]1 

_ [2S(S + 1)J1 
y(y + 2) 

[
(S + 1)(y + 2 - 2S)J I 

2yS 

[
(S - 1)(y + 2 + 2S)J' 

2yS 

TABLE A3A. 

([y -110] [200] II [y + 110]\ 
SlTl ; S.T. ST / 

1 [S(S + 2)(2S + 3)(y - 2 - 2S)(y - 2S)]' 
2(S + 1) y(y - 1)(2S + 1) 

1 [(2S + 3)(y - 2S)J' 
2(S + 1) (y - 1)(2S + 1) 

{SO + S - l}[(y - 2S)(y + 2 + 2S)r 
2S(S + 1) y(y - 1) 

~[(2S - l)(y + 2 + 2S)], 
2S (y - 1)(2S + 1) 

..!... [(S - 1)(S + 1)(2S - 1)(y + 2 + 2S)(y + 2S)J' 
2S y(y - 1)(2S + 1) 

[(y - 2S)(y + 2 + 2S)]' 
4y(y - 1) 

[(2S + 3)(y - 2S)(y + 2 - 2S)r 
4(y - 1)(y + 2)(2S + 1) 

-1 [(y - 2S)(y + 2 + 2S)(y + 2 - 2S)r 
2S y(y - l)(y + 2) 

..!...[(S - 1)(S + 1)(y + 2 + 2S)(y + 2 - 2S)] 1 
2S (y - 1)(y + 2) 

-1 [ (y + 2 + 2S)(y + 2 - 2S) ] I 
2S (y - l)(y + 2)(2S + 1)(2S - 1) 

-1 [(y + 2S)(y + 2 + 2S)(y + 2 - 2S)], 
2S y(y - 1)(y + 2) 

[(2S - 3)(y + 2S)(y + 2 + 2S)]' 
4(2S - l)(y - l)(y + 2) 

[(y + 2 + 2S)(y + 2 - 2S)], 
4(y - l)(y + 2) 

( 
[yOO] [200] II [y + 200]) 
S,Tl ; S.T. ST 

[
(2S + 3)(y - 2S)(y + 2 - 2S)J 1 

4(y + 1)(y + 2)(2S + 1) 

[
(2S - l)(y + 2 + 2S)(y + 4 + 2S)J I 

4(y + l)(y + 2)(2S + 1) 

[
(y + 2 - 2S)(y + 4 + 2S)J' 

4(y + l)(y + 2) 

[
(y + 2 - 2S)(y + 4 + 2S)J1 

4(y + l)(y + 2) 

/ [y - 1 10] [200] II [yl1]\ 
\ S,Tl ; S.T. ST / 

0 

[(2S + 3)(y - 2S)] I 
± 4(y - 1)(2S + 1) 

0 

[(2S - 1)(y + 2 + 2S)] I 
± 4(y - 1)(2S + 1) 

0 

0 

_ [(2S + 3)(y - 2S)(y + 2 + 2S)], 
4(y - l)(y + 2)(2S + 1) 

[ y(y - 2S) r 
- 4(y - 1)(y + 2) 

_ [(S - 1)(S + 1)J I 
(y - 1)(y + 2) 

-(y + 1) 
[(y - 1)(y + 2)(2S - 1)(2S + 1)]1 

[ y(y + 2S) r 
- 4(y - 1)(y + 2) 

[(2S - 3)(y + 2S)(y + 2 - 2S)] 1 
4(2S - l)(y - l)(y + 2) 

-S 
[(y - l)(y + 2)]1 

<
[y - 1 10] [200] II [y + 1 10]) = +( [y - 1 10] [200] II [y + 1 10]). 

T,Sl ; T.S. (S - l)S S,Tl ; S.T. S(S - 1) , 

(
[Y - 110] [200] II [yl1] \ = _ ([y - 110] [200] II [yll] ). 

T,S, ; T.S. (S - l)S / S,T, ; S.T. S(S - 1) 



                                                                                                                                    

-0\ 

S 

SlTt ; SIT, 

S+IS+I;l1 

S + I S; 11 
SS+I;l1 

S S; 11 

SS-I;l1 
S - I S; 11 

S-IS-I; 11 

SS; 00 

S + IS; 11 

S S; 11 

SS-I; 11 

S - 1 S; 11 

S-IS-l;l1 

S- 1 S - 2; 11 

SS-I;OO 

ST 

SS 

ss 
SS 

SS 

SS 
SS 

SS 

SS 

S(S -1) 

S(S - 1) 

S(S - I) 

S(S - 1) 

S(S -1) 

S(S -1) 

S(S - 1) 

/[y11] [200]11 [y + 2 11]\ 
\ SlTl ; SITs ST / 

TABLE A3.S. 

(
[YII] [200]11 [y - I 10]) 
StTt; S.Ts ST <

(rll] [200]11 [yOO]) 
StTl; SsTs SS 

[
S(S + 2)(2S + 3)(y + 2 - 2S)(y - 2S)(y + 2)J 1 _ [S(S + 2)(2S + 3)(y + 2 + 2S)(y + 4 + 2S)J 1 [(S + 2)(2S + 3)(y - 2S)(y + 4 + 2S)] I 

4y(y + 1)(y + 4)(2S + 1)(S + I)" 8y(y + 3)(2S + I)(S + 1)2 6y(y + 4)(S + 1)(2S + I) 

_ [(2S + 3)(y - 2S)(y + 2 - 2S)(y + 4 + 2S)J 1 _ [SS(2S + 3)(y + 2 + 2S)(y + 2)J 1 [S(2S + 3)(y - 2S)(y + 2)J 1 
4y(y + 1)(y + 4)(2S + 1)(S + 1)" 8y(y + 3)(2S + 1)(S + 0 1 6y(y + 4)(S + 1)(2S + 1) 

{S(S + 1) - I} [(y + 2 - 2S)(y + 4 + 2S)(y + 2)J 1 {S(S + 1) + I} [(y - 2S)(y + 2 + 2S)J 1 {2S(S + 1) + (y + 2)} 
2S(S + 1) y(y + 1)(y + 4) 2S(S + 1) 2y(y + 3) [6y(y + 4)S(S + 1)]1 

_ [(2S - I)(y + 2 - 2S)(y + 2 + 2S)(y + 4 + 2S)J i [(S + 1)'(2S - 1)(y - 2S)(y + 2}J 1 [(S + 1)(2S - 1)(y + 2 + 2S)(y + 2)J 1 
4y(y + 1)(y + 4)(2S + 1)SI 8y(y + 3)(2S + I)S" 6y(y + 4)S(2S + I) 

[
(S - 1 )(S + 1 )(2S - I)(y + 2 + 2S)(y + 4 + 2S)(y + 2)J I _ [(S - I)(S + I )(2S - 1)(y + 2 - 2S)(y - 2S)J I [(S - 1 )(2S - I)(y + 2 + 2S)(y + 2 - 2S)] I 

4y(y + I)(y + 4)(2S + I)S" 8y(y + 3)(2S + 1)S" - 6y(y + 4)S(2S + I) 

[
(y + 2 - 2S)(y + 4 + 2S)(y + 2)J i [(y - 2S)(y + 2 + 2S)J 1 [2S(S + 1)J 1 

4y(y + 1)(y + 4) 8y(y + 3) 3y(y + 4) 

[
(2S + 3)(y + 2 - 2S)(y - 2S)J 1 0 

4y(y + 1)(2S + 1) 

L[(y + 2)(y + 2 -2S)Jl 
2S y(y + 1) 

~[(S + 1)(S - 1)(y + 2 + 2S)(y + 2 - 2S)J1 
2S y(y + 1) 

-I r~ + 2 + 2S)(y + 2 - 2S)J 1 
2S LY(Y + 1)(2S - 1)(2S + I) 

..!...[(y + 2)(y + 2 + 2S)Jl 
2S y(y + 1) 

[
(2S - 3)(y + 2 + 2S)(y + 2S)J 1 

4y(y + 1)(2S - I) 

[
(y + 2 + 2S)(y + 2 - 2S)J1 
. 4y(y + I) 

(S + 1) [(y + 2 + 2S)J 1 
2S 2(y + 3) 

..!... [(S + I)(S - I)(y + 2)J 1 
2S 2(y+ 3) 

..!... [(2S - 1)(2S + 1)(y + 2)J I 
2S 2(y + 3) 

_ (S - 1) [(y + 2 - 2S)J 1 
2S 2(y + 3) 

o 

_[(y + 2>:Jl 
8(y+ 3) 

(
[YII] [200]11 [1'1 ) - «(rll] [200] II [n ) for both [n = [y + 2 11]. 
TISt ; T.Ss (S - I)S - SITt ; S.T. S(S - 1) [n = [y - I 10]. 



                                                                                                                                    

THE WIGNER SUPERMULTIPLET SCHEME 

S+1T+1;11 

S+1T-1;11 

S-1T+1;11 

S-1T-1;11 

S T; 10 

S T; 01 

S+1S+1; 11 

S S; 11 

S-1 S-1; 11 

S S; 10 
S s; 01 

TABLE A4.1. 

_ [(S + 1)(T + 1)(y - S - T)(y + S + T + 4)J t 
(2S + 1)(2T + 1)y(y + 4) 

[
(S + 1)T(y - S + T+ 1)(y + S - T+ 3)JI 

(2S + 1)(2T + 1)y(y + 4) 

[
S(T+ 1)(y + S - T+ 1Hy - S + T+ 3)J t 

(2S + 1)(2T + l)y(y + 4) 

_ [ST(y - S - T + 2)(y + S + T + 2)J 1 
(2S + 1)(2T + 1)y(y + 4) 

[
S(S + 1)Jt 
y(y + 4) 

[
T(T+ 1)JI 
y(y + 4) 

TABLE A4.2. 

_ [(2S + 3)(y - 2S)(y + 4 + 2S)J 1 
(2S + 1)3y(y + 4) 

-(y + 2) 

[3y(y + 4)]! 

_ [(2S - 1)(y + 2 - 2S)(y + 2 + 2S)J t 

(2S + 1)3y(y + 4) 

[
4S(S + 1)J1 
3y(y + 4) 

1603 



                                                                                                                                    

SIT!; S.T. 

S+lT+l;11 

S+IT; 11 

S+lT-l;l1 

ST+l; 11 

S T; 11 

ST-l; 11 

S-lT+l;11 

S - 1 T; 11 

S-lT-1;11 

S + 1 T; 10 

S T; 10 

S - 1 T; 10 

S T + 1; 01 

S T; 01 

S T- 1; 01 

TABLE A4.3. 

/ [y y - 1 0] [211] II [y y - 1 0]) 
\ SlTl ; S.T. ST 

p = 1 

_ [(2S + 3)(2T + 3)(y - S - T)(y + S + T + 4)J1 
4(S + 1)(T + 1)(4y" + 12y - 1) 

[
(2S + 3)(y - S - T)(y + S - T + 2)J! 

- 4(S + I)T(T + 1)(4y' + 12y - 1) 

[
(2S + 3)(2T - 1)(y - S +T)(y + S - T + 2)Jl 

4(S + I)T(4y' + 12y - 1) 

[
(2T + 3)(y - S - T)(y - S + T + 2)J! 

- 4S(S + 1)(T + 1)(4y' + 12y - 1) 

{(y + !) + 2(S + !)(T + !)} 
[4S(S + I)T(T + I)(4y' + 12y - l)]l 

[
(2T - 1)(y + S - T + 2)(y + S + T + 2)J1 

4S(S + I)T(4y' + 12y - 1) 

[
(2S - I)(2T + 3)(y + S - T)(y - S + T + 2)J1 

4S(T + I)(4y' + 12y - 1) 

[
(2S - 1)(y + S + T + 2)(y - S + T + 2)J t 

4ST(T + 1)(4y' + 12y - 1) 

_ [(2S - 1)(2T - I)(y - S - T + 2)(y + S + T + 2)J 1 
4ST(4y' + 12y - 1) 

o 

[ 
4S(S + 1) Ji 

(4y' + 12y - 1) 

o 

o 

[ 4T(T + 1) J* 
(4y' + 12y - 1) 

o 

p=2 

(a) y - S - T = even integer 
(y + 2)(2y - 7)[(2S + 3)(2T + 3)(y - S - T)(y + S + T + 4)]! 
4[6(S + 1)(T + 1)(y - I)(y + 1)(y + 2)(y + 4)(4y' + 12y - 1)]! 

{(2y + 13)(y + 1) + T(4y' + 12y - 1)}[(2S + 3)(y - S - T)(y + S - T + 2)]! 
4[6(S + l)T(T + 1)(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - 1)]! 

(2y + 13)(y+ 1)[(2S + 3)(2T - l)(y - S + T)(y + S - T + 2)]' 
4[6(S + l)T(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - 1)]i 

{(2y + 13)(y + 1) + S(4y' + 12y - I)}[(2T + 3)(y - S - T)(y - S + T + 2)]! 
4[6S(S + 1)(T + I)(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - I)]! 

{
!(16y ' + 48y + 41) - [S(S + 1) + T(T + 1)](4y' + 12y - 1) } 

- 2(S + !)(T + !)(2y + 3)(2y2 + 6y - 5) 
4[6S(S + t)T(T + 1)(y - 1)(y + IHy + 2)(y + 4)(4y' + 12y - 1)]t 

{(2y - 7)(y + 2) + S(4y' + 12y - l)}[(2T - 1)(y + S - T + 2)(y + S + T + 2)]1 
4[6ST(S + 1)(y - l)(y + tHy + 2)(y + 4)(4y' + I2y - I)]! 

(2y + 13)(y + 1)[(2S - 1)(2T + 3)(y + S - T)(y - S + T + 2)]1 
4[6S(T + 1)(y - I)(y + I)(y + 2)(y + 4)(4y' + 12y - 1)]1 

{(2y - 7)(y + 2) + T(4y' + 12y - 1)[(2S - 1)(y + S + T + 2)(y - S + T + 2)]1 
4[6ST(T + 1)(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - 1)]1 

(y + 2)(2y - 7)[(2S - 1)(2T - l)(y - S - T + 2)(y + S + T + 2)]1 
- ---4[6ST(y - O(y + I)(y + 2)(y + 4)(4y' + 12y - 1)]1 

[(2S + 3)(y - S - T)(y + S - T + 2)(4y" + 12y - I)]! 
4[6(S + I)(y - 1)(y + IHy + 2)(y + 4)]1 

{[(4y" + 12y - 1)][(2y + 3) + (2S + 1)(2T + 1)] - 36(2y + 3)S(S + I)} 
8[6S(S + 1)(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - 1)]1-

[(2S - 1)(y + S + T + 2)(y - S + T + 2)(4y' + 12y - 1)]1 
4[6S(y - 1)(y + 1)(y + 2)(y + 4)]1 

[(2T + 3)(y - S - T)(y - S + T + 2)(4y' + 12y - 1)]1 
4[6(T + 1)(y - IHy + 1)(y + 2)(y + 4)]! 

{[(4y' + 12y - 1)][(2y + 3) + (2S + 1)(2T + I)] - 36(2y + 3)T(T + I)} 

8[6T(T + I)(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - 1)]1 

[(2T - l)~y + S + T + 2)(y + S - T + 2)(4y' + I2y - 1)]1 
4[6T(y - 1)(y + 1)(y + 2)(y + 4)Jt 

-§ 

~ 

~ 

:I: 
tI1 
('j 

:I: 
~ 

> 
Z 
\:1 
rI.I 

('j 

"C 

> 
Z 
o 



                                                                                                                                    

S+lT+l;l1 

S+IT; 11 

S+IT-l;11 

ST+l;11 

S T; 11 

ST-l;l1 

S-IT+l;ll 

S - 1 T; 11 

S-IT-l;l1 

S + 1 T; 10 

S T; 10 

S -1 T; 10 

S T+ 1; 01 

S T; 01 

S T-l; 01 

_ [(2S + 3)(2T + 3)(y - S - T - I)(y + S + T + 3)J! 
4(S + 1)(T + 1)(4)," + 12y 1) 

_ [(2S + 3)(y - S + T + 1)(y + S + T + 3)J* 
4(S + I)T(T + 1)(4y2 + I2y - 1) 

[
(2S + 3)(2T-I)(y + S - T+ 3)(y - S + T+ I)Jl 

4(S + I)T(4y' + 12y - 1) 

_ [(2T + 3)(y + S - T + 1)(y + S + T + 3)J! 
4S(S + 1)(T + 1)(4y' + 12y - 1) 

{(y + !) - 2(S + !)(T + m 
[4S(S + I)T(T + 1)(4y' + 12y - I)]! 

[
(2T - I)(y - S - T + 1)(y - S + T + I)J! 

4S(S + 1)T(4y' + 12y - I) 

[
(2S - 1)(2T + 3)(y + S - T + l)(y - S + T + 3)J 1 

4S(T + 1)(4y' + I2y - I) 

[
(2S - I)(y - S - T + 1)(y + S - T + 1)J! 

4ST(T + 1)(4y' + 12y - 1) 

_ [(2S - 1)(2T - I)(y - S - T + 1)(y + S + T + I)J! 
4ST(4y' + 12y - 1) 

o 

[ 
4S(S + 1) J! 

(4)'" + 12y - I) 

o 

o 

[ 
4T(T + I) J! 

(4y' + 12y - 1) 

o 

(b) Y - S - T = odd integer 

(2y + 13)(y + 1)[(2S + 3)(2T + 3)(y - S - T - 1)(y + S + T + 3)]! 
4[6(S + 1)(T + I)(y - 1)(y + 1)(y + 2)(y + 4)(4y2 + 12y - 1)]:1: 

{(2y - 7)(y + 2) + T(4y' + 12y - l)}[(2S + 3)(y - S + T + I)(y + S + T + 3)]! 
4[6(S + I)T(T + 1)(y - l)(y + l)(y + 2)(y + 4)(4y' + 12y - I)]! 

(2y - 7)(y + 2)[(2S + 3)(2T - I)(y + S - T + 3)(y - S + T + I)]! 
4[6(S + 1)-T(y - l)(y + I)(y + 2)(y + 4)(4y2 + 12y - I)J! 

{(2y - 7)(y + 2) + S(4y2 + 12y - 1)}[(2T + 3)(y + S - T + I)(y + S + T + 3)]! 
4[6S(S + I)(T + I)(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - I)]! 

(
!(l6y' + 48y + 41) - [S(S + I) + T(T + 1)1(4y' + 12y - 1) } 

+ 2(S + !)(T + !)(2y + 3)(2y' + 6y - 5) 
4[6S(S + 1)T(T + I)(y - I)(y + 1)(y + 2)(y + 4)(4,. + 12y - I)]! 

{(2y + 13)(y + 1) + S(4y' + 12y -'- 1)}[(2T - I)(y - S + T + 1)(y - S - T + I)]! 
4[6ST(S + 1)(y - 1)(y + 1)(y + 2)(y + 4)(4y' + 12y - 1)]1 

(2y - 7)(y + 2)[(2S - 1)(2T + 3)(y + S - T + I)(y - S + T + 3)]:1: 
4[6S(T + I)(y - I)(y + I)(y + 2)(y + 4)(4y' + I2y - 1)]! 

{(2y + 13)(y + 1) + T(4y' + 12y - 1)}[(2S - 1)(y + S - T + 1)(y - S - T + 1)]! 
4[6ST(T + 1)(y - I)(y + I)(y + 2)(y + 4)(4,. + 12y -:- I)]! 

(2y + 13)(y + 1)[(28. - 1)(2T - I)(y + S + T + I)(y - S - T + I)]l 
4{6ST(y - I)(y + I)(y + 2)(y + 4)(4y' + 12y - 1)]! 

[(2S + 3)(y - S + T + 1)(y + S + T + 3)(4y' + 12y - I)]:!: 
4[6(S + 1)(y - 1)(y + 1)(y + 2)(y + 4)]i 

{[(4y' + 12y - 1)][(2y + 3) - (2S + 1)(2T + 1)] - 36(2y + 3)S(S + I)} 
8[6S(S + 1)(y - I)(y + l)(y + 2)(y + 4)(4y' + I2y - I)]! 

[(2S - 1)(y + S - T + I)(y - S - T + 1)(4y' + 12y - I)]:!: 
4[6S(y - I)(y + I)(y + 2)(y + 4)]:!: 

[(2T + 3)(y + S - T + I)(y + S + T + 3)(4y' + I2y - I)]:!: 
4[6(T + 1)(y - 1)(y + 1)(y + 2)(y + 4)]1 

{[(4y' + 12y - 1)][(2y + 3) - (2S + 1)(2T + I)] - 36(2y + 3)T(T + I)} 
8[6T(T + 1)(y - 1)(y + 1)(y + 2)(y + 4)(4y2 + 12y - 1)]! 

[(2T - 1)(y - S + T + 1)(y - S - T + 1)(4y' + 12y - 1)J! 
4[6T(y - 1)(y + I)(y + 2)(y + 4)]t 

>-1 
::t: 
tI1 

:E ..... 
o 
Z 
tI1 
:;c 
til 
c:: 
'"C 
tI1 
:;c 
~ 
c:: 
t"'" 
>-1 ..... 
'"C 
t"'" 
tI1 
>-1 
til 
() 

::t: 
tI1 
~ 
tI1 

-a 



                                                                                                                                    

1606 K. T. HECHT AND S. C. PANG 

TABLE A4.4. 

( 
[y y - 1 0] [211] II [y + 1 Y + 1 11) 

S,T1 ; SITI ST 

y - S - T = odd integer 

S + 1 T + 1; 11 [(2S + 3)(2T + 3)(y - S - T + 1)(y - S - T - I)J I 
32(S + 1)(T + l)y(y + 2) 

S + 1 T; [
(2S + 3)T(y - S - T + 1)(y - S + T + I)J t 

11 - 32(S + 1)(T + l)y(y + 2) 

S+IT-l;l1 o 

S T 1. 11 _ [S(2T + 3)(y - S - T + 1)(y + S - T + 1)J t 
+ , 32(S + 1)(T + l)y(y + 2) 

[
(y + S + T + 3)(y - S - T + I)J I 

S T; 11 -(S + T + 1) 32S(S + I)T(T + l)y(y + 2) 

S T _ 1; 11 [(S + 1)(2T - 1)(y - S + T + 1)(y + S + T + 3)J' 
32S1)(y + 2) 

S-IT+l; 11 o 

y - S - T = even integer 

o 

[
(2S + 3)(T + 1)(y - S - T)(y - S + T + 2)J I 

32(S + I)Ty(y + 2) 

_ [(2S + 3)(2T - 1)(y - S + T)(y - S + T + 2)J' 
• 32(S + I)Ty(y + 2) 

_ [(S + 1)(2T+ 3)(y - S - T)(y + S - T+ 2)Jl 
32S(T + l)y(y + 2) 

[
(y + S - T + 2)(y - S + T + 2)J t 

-(S - T) 32S(S + I)T(T + l)y(y + 2) 

[
S(2T - 1)(y + S + T + 2)(y - S + T + 2)J I 

32(S + I)Ty(y + 2) 

[
(2S - 1)(2T + 3)(y + S - T)(y + S - T + 2)J I 

32S(T + 1)y(y + 2) 

S - 1 T; 
11 [(2S - 1)(T+ 1)(y + S + T+ 3)(y + S - T+ I)J' _ [(2S - I)T(y + S + T+ 2)(y + S - T+ 2)J' 

32S1)(y + 2) 32S(T + l)y(y + 2) 

S _ 1 T 0; _ 11 _ [(2S - 1)(2T - 1)(y + S + T + 1)(y + S + T + 3)J I 0 
32STy(y + 2) 

S+ 1 T; 
10 [(2S + 3)(y - S - T + 1)(y - S + T + I)J I 

32(S + l)y(y + 2) 

ST; [
(y - S - T + 1)(y + S + T + 3)J t 

10 -(2S + 1) 32S(S + l)y(y + 2) 

S ~ 1 T; 10 [(2S - 1)(y + S - T + 1)(y + S + T + 3)J I 
32Sy(y + 2) 

S T + 1; 01 [(2T + 3)(y - S - T + 1)(y + S - T + 1)J I 
32(T + l)y(y + 2) 

[
(y - S - T + 1)(y + S + T + 3)J t 

S T; 01 -(2T + 1) 32T(T + l)y(y + 2) 

S T _ 1; 01 [(2T - 1)(y - S + T + 1)(y + S + T + 3)J' 
32Ty(y + 2) 

[
(2S +3)(y - S - T)(y - S + T+ 2)J' 

32(S + l)y(y + 2) 

-(2S + 1) [(y + S - T + 2)(y - S + T + 2)J' 
32S(S + l)y(y + 2) 

[
(2S - 1)(y + S + T + 2)(y + S - T + 2)J t 

32Sy(y + 2) 

_ [(1T + 3)(y - S - T)(y + S - T + 2)J t 
32(T + l)y(y + 2) 

(2 1) [(y - S + T + 2)(y + S - T + 2)J t 
T + 32T(T + l)y(y + 2) 

_ [(2T - l)(y + S + T + 2)(y - S + T + 2)J I 
321)(y + 2) 



                                                                                                                                    

StTt; S.T. 

S+IS+I; 11 

S + 1 S; 11 
SS+I; 11 

SS; 11 

SS-I; 11 
S - 1 S; 11 

S-IS-I; 11 

S + 1 S; 10 
S S + 1; 01 

S - 1 S; 10 
S S - 1; 01 
SS; 10 
SS; 01 

S + 1 S; 11 

SS; 11 

SS-I; 11 

S - 1 S; 11 

S-IS-I; 11 

S -1 S - 2; 11 

S S -1; 10 

S -1 S -1; 10 

SS; 10 

S S - 1; 01 

ST 

SS 

SS 
SS 

SS 

SS 
SS 

SS 

SS 
SS 

SS 
SS 

SS 
SS 

SS-1 

SS-1 

SS-1 

SS-1 

SS-1 

SS-1 

SS-1 

SS-1 

SS-1 

SS-1 

TABLE A4.5. ([YI0] [211] II [YI0]) 
StTt; S.TI ST . p 

p=1 

_ [S(S + 2)(2S + 3)(y - 1 - 2S)(y + 3 + 2S)J i 
(2S + I)(S + 1)2(y + 1)(3y + 7) 

-1 e(2S + 3)(y + 3 + 2S)Ji 
(S + 1) (2S + 1)(3y + 7) 

{(y + 1) - (y + 3)S(S + 1)} 

S(S + 1)[(y + 1)(3y + 7)]1 

-1 e(2S - 1)(y + 1 - 28)J1 
S (2S + 1)(3y + 7) 

..,..1 [(S - 1)(S + 1)(2S - 1)(y + 1 + 2S)(y + 1 - 28)J i 
S (2S + 1)(y + 1)(3y + 7) 

[ 
4S(S + 1) J1 

(y + 1)(3y + 7 

o 

o 

_ [(2S + 3)(y + 3 + 2S)(y + 1 - 2S)Ji 
(2S + 1)(y + 1)(3y + 7) 

!ry+I- 2SV 
sL (3y + 7) - J 

_ ~[(S - l)(S + 1)(y + I)J1 
S (3y + 7) 

{y + 1 + 4S"} 
S[(2S - 1)(2S + 1)(y + 1)(3y + 7)] 

][Y+l+251 1 
S 3y + 7 - J 

_ [(2S - 3)(V + 3 - 2S)(Y + 1 + 2S)J1 
(2S - 1)(y + 1)(3y + 7) 

[ 
4S(S+1) J1 

(y + 1)(3y + 7) 

[ 
4(S - 1)S Ji 

(y + 1)(3y + 7) 

o 

o 

p=2 

(y + 9) [S(S + 2)(2S + 3)(y - 1 - 28)(y + 3 + 2S)J 1 
- 2(S + 1) 2(2S + 1)(y - 1)(y + 4)(y + 1)(3y + 7) 

{(y - 11) + SOy + 7)}[ (2S + 3)(y + 3 + 2S) Jl 
4(S + 1) 2(2S + 1)(y - 1)(y + 4)(3y + 7) 

{(y + 1)(y + 9) + 2(y" - Y - 10)S(S + I)} 

2S(S + 1)[2(y - 1)(y + 4)(y + 1)(3y + 7)]i 

-{2(y + 9) + S(3y + 1)} r (2S - 1)(y + 1 - 2S) Jl 
4S L2(2S + 1)(y - 1)(y + 4)(3y + 7) 

_ (y + 9) [(S - 1)(S + 1)(2S - 1)(y + 1 + 2S)(y + 1 - 2S)J I 
2S 2(2S + 1)(y - 1)(y + 4)(y + 1)(3y + 7) 

[ 
S(2S + 3)(y + 3 + 2S)(3y + 7) J1 

32(S + 1)(2S + 1)(y - 1)(y + 4) 

[
(S + 1)(2S - 1)(y + 1 - 2S)(3y + 7)J I 

32S(2S + 1)(y - 1)(y + 4) 

{(y + 1)(3y + 7) - 4(y + 9)S(S + l)} 

4[2S(S + 1)(y - l)(y + 4)(y + 1)(3y + 7)]1 

[ 
(2S + 3)(y + 3 + 2S)(y + 1 - 28) J i 

(y - 11) 32(2S + 1)(y - 1)(y + 4)(y + 1)(3y + 7) 

{2(y + 9) + S(3y + 7)}[ (y + 1 - 28) J1 
4S 2(y - 1)(y + 4)(3y + 7) 

_ (y + 9) r (S - 1)(S + 1)(y + 1) J 1 
2S L2(y - 1)(y + 4)(3y + 7) 

{(y + 1)(y + 9) - 2S"(3y - 1)(y + 4)} 
2S[2(2S - 1)(2S + 1)(y - 1)(y + 4)(y + 1)(3y + 7)]. 

{2(y + 9) - S(3y + m[ (y + 1 + 2S) Jl 
4S 2(y - 1)(y + 4)(3y + 7) 

[ 
(2S - 3)(y + 3 - 2S)(y + 1 + 2S) J i 

(y - 11) 32(2S - 1)(y - 1)(y + 4)(y + 1)(3y + 7) 

{(y + 1)(3y + 7) + 2(y - l1)S}(S + 1) 
4[2S(S + 1)(y - 1)(y + 4)(y + 1)(3y + 7)]1 

_ [(S - 1)(y + 1 + 2S)(3y + 7)J 1 
32S(y - 1)(y + 4) 

_ [(S + 1)(y + 1 - 28)(3y + 7)J t 
32S(y - 1)(y + 4) 

{(y + 1)(3y + 7) - 2(y - l1)S}(S - 1) 
4[2(S - I)S(y - 1)(y + 4)(y + 1)(3y + 7)]1 

j[yl0] [211] II [YI0) = <[YI0] [211] II [ylO] ) . 
\TtSt ; TIS, (S - I)S p StTt; SIT, S(S - 1) p 

~ 
::r: 
tn 

~ ..... 
o 
Z 
tn 
:::c 
til 
c:: 
"'C 
tn 
:::c 
s:: 
c:: 
t'"' 
~ ..... 
"'C 
t'"' 
tn 
~ 

til 
(") 

::c 
tn 
s:: 
tn 

§ 



                                                                                                                                    

SIT,; SsTs ST 

S+IS+I; 11 SS 

S+ 1 S; 11 SS 
SS+I; 11 SS 

SS; 11 SS 

SS-I; 11 SS 
S -IS; 11 SS 

S-IS-I; 11 SS 

S+ 1 S; 10 SS 
S S + 1; 01 SS 
SS; 10 SS 
SS; 01 SS 

S-1 S; 10 SS 
S S - 1; 01 SS 

S+ 1 S; 11 SS-1 

SS; 11 SS-1 

SS-I; 11 SS-1 

S -1 S; 11 SS-1 

S-IS-I; 11 SS -1 

S -1 S - 2; 11 SS-1 

S S -1; 10 SS-1 

S-IS-1;10 SS-1 

S S - 1; 01 S S-1 

SS; 01 SS -1 

TABLE A4.6. ([Yll] [211] II [Y111) 
SIT!; SsTs ST . p 

p=1 

_ [S(2S + 3)(S + 2)(y - 2S)(y + 4 + 2S)J t 
(2S + 1)(S + 1)2(y + 2)(3y + 2) 

1 [(2S + 3)(y - 2S)r 
(S + 1) (2S + 1)(3y + 2) 

{(y + 2) - yS(S + I)} 
S(S + I)[(y + 2)(3y + 2)]l 

!. [(2S - 1)(y + 2 + 2S)]' 
S (2S + 1)(3y + 2) 

1 [(S - 1)(S + 1)(2S - I)(y + 2 + 2S)(y + 2 - 2S)]' 
- S (2S + 1)(y + 2)(3y + 2) 

0 

[ 4S(S + 1) r 
(y + 2)(3y + 2) 

0 

_ [(2S + 3)(y - 2S)(y + 2 + 2S)r 
(2S + 1)(y + 2)(3y + 2) 

_ ! [(y + 2 + 2S)r 
S (3y + 2) 

_ ~ [(S - 1)(S + 1)(y + 2)J! 
S (3y + 2) 

{(y + 2) - 4S2} 
S[(2S - 1)(2S + I)(y + 2)(3y + 2)]r 

_ ![(y + 2 - 2S)Ji 
S (3y + 2) 

[<2S - 3)(y + 2S)(y + 2 - 2s)]' 
- (2S - 1)(y + 2)(3y + 2) 

[ 4S(S + 1) ]! 
(y + 2)(3y + 2) 

0 

[ 4(S -I)S r 
(y + 2)(3y + 2) 

0 

p=2 

(y - 6) [S(S + 2)(2S + 3)(y - 2S)(y + 4 + 2S) J ' 
- 2(S + 1) 2(2S + 1)(y - 1)(y + 4)(y + 2)(3y + 2) 

{2(y - 6) - (S + 1)(3y + 2)} r (2S + 3)(y - 2S) J' 
4(S + 1) U(2S + 1)(y - 1)(y + 4)(3y + 2) 

{(y + 2)(y - 6) + 2(y2 + 7y + 2)S(S + l)} 
2S(S + 1)[2(y - 1)(y + 4)(y + 2)(3y + 2)]1" 

{2(y - 6) + S(3y + 2)}[ (2S - 1)(y + 2 + 2S) J' 
4S 2(2S + 1)(y - 1)(y + 4)(3y + 2) 

_ (y - 6)[(S - 1)(S + 1)(2S - 1)(, + 2 + 2S)(y + 2 - 2S)J' 
2S 2(2S + 1)(y - 1)(y + 4)(y + 2)(3y + 2) 

[ 
S(2S + 3)(y - 2S)(3y + 2) ] t 

32(S + 1)(2S + 1)(y - 1)(y + 4) 

{(y + 2)(3y + 2) + 4(y - 6)S(S + I)} 

4[2S(S + 1)(y - 1)(y + 4)(y + 2)(3y + 2j]' 

[
(S + 1)(2S - J )(y + 2 + 2S)(3y + 2)J' 

32S(2S + 1)(y - l)(y + 4) 

(y + 14)r (2S + 3)(y - 2S)(y + 2 + 2S) J! 
-4-U(2S + 1)(y - l)(y + 4)(y + 2)(3y + 2) 

_ {2ly - 6) + S(3y + 2)}r (y + 2 +- 2S) J' 
4S U(y - 1)(y + 4)(3y + 2) 

_ (y - 6) [ (S - 1)(S + 1)(y + 2) J' 
2S 2(y - 1)(y + 4)(3y + 2) 

{(y + 2)(y - 6) - 2S2(y - 1)(3y + 10)} 
2S[2(2S - 1)(]S + l)(y - 1)(y + 4)(y + 2)(3y + 2)], 

{S(3y + 2) - 2(y - 6)}[ (y + 2 - 2S) J1 
4S 2(y - I)(y + 4)(3y + 2) 

(y + 14)[ (2S - 3)(y + 2S)(y + 2 - 2S) Jl 
-4- 2(2S - 1)(y - 1)(y + 4)(y + 2)(3y + 2) 

{(y + 2)(3y + 2) - 2S(y -+ 14)}[(S + l)]l 
. 4[2S(y - I)(y + 4)(y + 2)(3y + 2)]l 

_ [(S - 1)(y + 2 - 2S)(3y + 2)J. 
32S(y - l)(y + 4) 

{Cy + 2)(3y + 2) + 2S(y + 14)}[(S - 1)]. 
4[2S(y - 1)(y + 4)(y + 2)(3y + 2)]t 

_[(S + l)(y + 2 + 2S)(3y + 2)J' 
32S(y. - ] )(y + 4) 

/[yll] [211] II [yll] \ = +([Y11] [211] II [yl11 \. 
\ TIS!; TaSs (S - I)S / p SITl ; S.T, S(S - 1) 10 

-0'1 

~ 

~ 

~ 

::r: 
ttj 
(j 

::r: 
~ 

>­
Z 
~ 
tf.l 

(j 

'"tj 

>­
Z 
o 
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THE WIGNER SUPERMULTIPLET SCHEME 

TABLE AS.I. 

(
[yyO] [22]11 [yyO]\ 
ST; S.T. ST / 

{T(T + 1) - S(S + I)} 

[2y(y + I)(y + 3)(y + 4)]' 

[ 
T(T + 1) J1 

-{(y + I)(y + 3) + T(T + 1) - S(S + I)} 2(2T _ I)(2T + 3)y(y + I)(y + 3)(y + 4) 

r S(S + 1) J! 
{(y + 1)(y + 3) + S(S + 1) - T(T + I)} L2(2S _ 1)(28 + 3)y(y + 1)(y + 3)(y + 4) 

TABLE AS.2. 

/[yyO] [422]11 [yyO]\ 
\ ST; S.T. ST / 

{SS(S + 1) + ST(T + 1) - 2y(y + 4)} 
3[6y(y - 1)(y + 4)(y + S)]1 

[ 
ST(T+ 1) J1 

!{7T(T + 1) + S(S + 1) - y(y + 4) - 9} 6(2T _ I)(2T + 3)y(y _ I)(y + 4)(y + S) 

[ 
SS(S + 1) Jt 

!{7S(S + 1) + T(T + 1) - y(y + 4) - 9} 6(2S _ I)(2S + 3)y(y _ 1)(y + 4)(y + S) 

00 

20 

02 

()() 

02 
20 

TABLE AS.3. 

<
[,00] [422]11 [,00]) 
SS; S.T. SS 

{20S(S + 1) - 3y(y + 4)} 

I2[y(y - 1)(y + 4)(y + S)]+ 

! [SS(S + I)(2S + 3)(2S - 1)J' 
3 y(y - I)(y + 4)(y + S) 

TABLE A6.I. 

< 
[y y - 1 0] [22]11 [y y - 1 0]) 

ST; S.T. ST 

{T(T + 1) - S(S + I)} 

[2(y - 1)(y + I)(y + 2)(y + 4)], 

{(y + I)(y + 2) + S(S + 1) - T(T + I)} [(2S - I)(2S + 3)J 1 
4[2(y - I)(y + I)(y + 2)(y + 4)], S(S + 1) 

{(y + I)(y + 2) + T(T + 1) - S(S + I)} [(2T - I)(2T + 3)J 1 
- 4[2(y - l)(y + 1)(y + 2)(y + 4)]t T(T + 1) 

1609 
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00 
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02 

02 2 

20 
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K. T. HECHT AND S. C. PANG 

TABLE A6.2. 

( 
[y y - 1 0] [422] II [Y Y - 1 0])' 

ST; SIT. ST 

{(4y2 + 12y - 1) - 10S(S + 1) - lOT(T + I)} 

6[2(y - 1)(y + 4)(3y· + 9y - 2)]. 

v'S"{(2y + 3)[y(y + 3) - 4S(S + 1) - 4T(T + 1)] + (-1)V-8-T(3y· + 9y - 2)(S + !)(T + m 
3[3(y - 1)(y + 1)(y - 2)(y + 2)(y + 4)(y + 5)(3y· + 9y - 2)]l 

{(y + 1)(y + 2) - S(S + 1) - 7T(T + I)} [5(2T - 1)(2T + 3)J' 
12[2(y - 1)(y + 4)(3y· + 9y - 2)]t T(T + 1) 

{
(2y + 3)[(7y2 + 21y + 6) - 4S(S + 1) - 28T(T + 1)] } 

+ (-1)V-s-T(3y· + 9y - 2)(2S + 1)(2T + 1) [(2T - 1)(2T + 3)J t 
12[3(y - 1)(y + 1)(y - 2)(y + 2)(y + 4)(y + 5)(3y' + 9y - 2)]1 T(T + 1) 

{(y + l)(y + 2) - T(T + 1) - 7S(S + I)} [5(2S - 1)(2S + 3)J l 
12[2(y - l)(y + 4)(3y2 + 9y - 2)]. S(S + 1) 

(
2y + 3)[(7y2 + 21y + 6) - 4(TT + 1) - 28S(S + 1)] } 

+ (-W-S-
T(3y2 + 9y - 2)(2S + 1)(2T + 1) [(2S - 1)(2S + 3)J I 

12[3(y - 1)(y + 1)(y - 2)(y + 2)(y + 4)(y + 5)(3y2 + 9y - 2)]t S(S + 1) 

TABLE A6.3. 

S.T. ST < [yll] [22] II [yll]\ 
ST; SIT. ST / 

00 SS 0 

20 
02 

SS ! [(2S - 1)(2S + 3)(y + 2)J I 
± 4 2S(S + 1)(y - 1) 

11 SS 0 

00 SS-1 S 
00 S-IS =F [2(y - 1)(y + 2)], 

20 SS-1 =F (y + 2 - 2S) [ (2S + 3)(S + i) ] t 
02 S-IS 4 2S(2S - 1)(y - l)(y + 2) 

02 SS-1 (y + 2 + 2S) [ (2S - 3)(S - 1) ] t 
20 S-IS ± 4 2S(2S + 1)(y - l)(y + 2) 

11 SS-1 

11 S-IS 0 



                                                                                                                                    

THE WIGNER SUPERMULTIPLET SCHEME 1611 

TABLE A6.4. 

SITI ST p < [y11] [422]" [y11]) 
ST; SIT. ST p 

00 ST 1 
{(3y + 2)(y + 2) - IOS(S + 1) - IOT(T + I)} 

4[3(y - I)(y + 4)(y + 2)(3y + 1)]1 

00 SS 2 
{3(y + 2)(5y + 4) + 4(2y - l1)S(S + I)} 

2[6(y - I)(y - 2)(y + 2)(y + 4)(y + 5)(3y + 1)]1 
SS-I 

2 
{3(y + 2)(5y + 4) - 4(y + 12)SI} 

00 
S-IS 2[6(y - I)(y - 2)(y + 2)(y + 4)(y + 5)(3y + 1)]1 

02 
SS 1 

{(y + 2) - 4S(S + I)} [ 5(2S + 3)(2S - 1) r 
20 4 3S(S + I)(y - I)(y + 4)(y + 2)(3y + I) 
02 

2 
{(y + 2)2(3y - 13) - 8(2y - l1)S(S + I)} 

20 SS 
4 

[ (2S + 3)(2S - 1) r 
X 30S(S + I)(y - I)(y - 2)(y + 2)(y + 4)(y + 5)(3y + 1) 

02 SS-I {y + 2 + 8S· + 6S}[ 5(2S - 3)(S - I) Ji 
20 S-I S - 4 3S(2S + I)(y - I)(y + 4)(y + 2)(3y + 1) 
02 SS-I 

2 
{(y + 2)1(3y - 13) - 6S(3y2 + 9y + 26) - 16S2(y + I2)}[(2S - 3)(S - 1)]1 

20 S-I S 4[30S(2S + I)(y - I)(y - 2)(y + 2)(y + 4)(y + 5)(3y + 1)]1 
02 S-IS {y + 2 + 8S2 - 6S}[ 5(2S + 3)(S + 1) J1 
20 SS-I - 4 3S(2S - I)(y - I)(y + 4)(y + 2)(3y + 1) 
02 S-IS 

2 
{(y + 2)1(3y - 13) + 6S(3y2 + 9y + 26) - 16S2(y + 12)}[(2S + 3)(S + I)]t 

20 SS-I 4[30S(2S - I)(y - I)(y - 2)(y + 2)(y + 4)(y + 5)(3y + 1)]1 

TABLE A7.1. U([yyO][P][yyO][I]; [['u'][ra'D. 

~ [['12)] [0] [211] 

[y y - 1 0] -[2(Y: 2)J 
[(y + 4)J 
2(y + 2) 

[y + 1 Y + 11] G(Y +4)r 
(y + 2) G(Y: 2~1 

l::l n -2[y(y + 4)]i 

TABLE A7.2. U([y Y - 1 O][P][y Y - I 0][1]; [[,u'], [['23']Pl.U)' 

~ [['Ul] [0] [211] p = 1 [211] p = 2 

[y - 1 Y - 1 0] [y+I r -(y + I)(2y + 13) _ [3(y - I)(y + 2)(y + 4)J ~ 
8(y + 3) [8(y + I)(y + 3)(4y2 + I2y - 1)]1 (y + 3)(4yl + I2y - 1) 

[y y - 20] _[3(y - I)r 
8(y + 1) 

[ 3(y-I) Ji 
(2y + 5) 8(y + 1)(4y2 + 12y - 1) 

[ (y + 2)(y + 4) r 
- (4y' + 12y - 1) 

[y + 1 y 1J ~(y + 2)(y + 4) J1 
(y + 1)(y + 3) 

G (y + 2)(y + 4) J 
(2y - 1) (y + 1)(y + 3)(4y' + 12y _ 1) 

[ 3(y - I) r 
- (y + 3)(4y2 + I2y - 1) 

l::l n - [4y2 + 12y - 1]1 0 



                                                                                                                                    

1612 

~ [Pul] 

[yyO] 

[y Y - II] 

[y + I Y + I 2] 

~l 

~ [Pl2) 

[ylO] 

[y + I 22] 

[y - I 11] 

~l 

~ [/1l2) 

[y - I Y - I Y - I] 

Iy + 1 Y y] 

Iy y - 1 Y - 2] 

~l 

K. T. HECHT AND S. C. PANG 

[0] [211] P = 1 [211] P = 2 

-[Y~2r -(2y - 7)[(y + 2)]1 _ [3(y - 1)(y + 1)(y + 4)J t 
[8y(4y2 + 12y - 1)]1 y(4y2 + 12y - I) 

_ [(y - I)(y + I)J 1 (2y + 7)[(y - l)(y + 1)]1- [ 3(y +4) Jl 
2y(y + 2) [2y(y + 2)(4y2 + 12y - 1)]1 y(4y2 + 12y - 1) 

[3(y + 4)J' (2y + 1)[3(y + 4)]t _[(y - I)(y + I)Jl 
8(y + 2) [8(y + 2)(4y' + 12y - I)]t 4y2 + 12y - I 

n - [4y2 + 12y - 1]1 0 

TABLE A7.4. U([y][P][y][I]; [[U2)][!,"S)]) 

~!,"3)] 
[0] [211] [/1l2)~ 

.--~-------------------------

[y - 100] 

[y + I 11] 

~l 

[4(yy+ 3)J
1 

[
3(y + 4)J t 

4(y + 3) 

n 

_ [3(y + 4)J1 
4(y + 3) 

[4(Y: 3)J
1 

- [3y(y + 4)]t 

TABLE A7.5. U([y11][13][y11][I]; [[U2)], [!'"S)]PI.2S). 

[0] [211] P = I 

-[ <y + 2)r (y - 6) 
4(y + I) [4(y + 1)(3y + 2)]t 

~(y + 4)J1 
(y + 3) 

~ (y + 2)(y + 4) r 
(y + 3)(3y + 2) 

[(y -1)(y + 2)r (3y + 10)[y - m 
4(y + 1)(y + 3) [4(y + I)(y + 3)(3y + 2)]t 

n - [Cy + 2)(3y + 2)]t 

[211] P = 2 

[2(y - I)(y + 4)J t 
(y + 1)(3y + 2) 

[(y -l)(y + 2)r 
(y + 3)(3y + 2) 

[ 8(y + 4) r 
(y + I)(y + 3)(3y + 2) 

0 

TABLE A7.6. U([y Y - I Y - 1][J3][y y - I Y - 1][1]; [PI2)], [P23)]Pl.2S)' 

[0] [211] P = I [211] P = 2 

[(y + 2) r (y + 14) [ 8(y - I)(y + 4) J t 
12(y + 3) 112(y + 3)(3y + 2)]i 3(y + 3)(3y + 2) 

[(y + 2)Cy + 4)J 1 (3y ....:.. 2)[y + 4]t [ 8(y - 1) r 
4y(y + 3) 14yCy + 3)(3y + 2)]t yCy + 3)(3y + 2) 

_ [2(y 3; I)J 
1 [2(y - 1)(y + 2)J t 

3y(y + 3) 
[(y + 2)(y + 4)J 

3y(3y + 2) 

n - I(y + 2)(3y + 2)]1 0 



                                                                                                                                    

~]. 
[[ml] 

[yOO] 

[y - 110] 

[y + 1 21] 

Ll 

~ [[<121 

[y + 1 Y + 1 0] 

[y - 1 Y - 1 OJ 

[y + 1 yl] 

L2 

~ [[<121] 

[yy-20] 

[y + 1 y1] 

[y + 2y + 22] 

L. 
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TABLE A7.7. U([ylO][P][yl0][1]; [JIl21][[<231]Pl.23)' 

[0] [211] P = 1 [211] P = 2 

_~+IJ -(y - 11) _ [B(Y - 1)(y + 4)J! 
12y [12y(3y + 7)]; 3y(3y + 7) 

[(y - 1)(y + 1)J! -3(y + l1)[y - 1]1 [ B(y + 4) r 
4y(y + 3) [4y(y + 3)(3y + 7)]* - y(y + 3)(3y + 7) 

[2(y + 4)Jl 
3(y + 3) 

[2(Y + 1)(y + 4) r 
3(y + 3)(3y + 7) 

[ (y - 1)(y + 1) ] t 
- 3(y + 3)(3y + 7) 

n - [(y + 1)(3y + 7)], 0 

TABLE AB.l. U([yyO][J2][yyO][J2]; [JIl2IH[<231]). 

[0] [211] [22] 

[ (y + 3)(y + 4) ] t 
6(y + 1)(y + 2) 

[ y(y + 3) r 
- 2(y + 1)(y + 2) [3(YY+ 2)r 

[ y(y + 1) r 
6(y + 2)(y + 3) 

[ (y + 1)(y + 4) r 
2(y + 2)(y + 3) 

[(y + 4)r 
3(y + 2) 

[ 2y(y + 4) r 
-[(y + 1~ + 3)r 

1 
- 3(y + 1)(y + 3) V3 

n+ Hn + 2)[3y(y + 4)]' H2y(y + 1)(y + 3)(y + 4)]* 

TABLE AB.2. U([yyO][23][yyO][2]; [JIl21][[<231]). 

[0] (211] [422] 

[ 3y(y - 1) r 
1O(y + 1)(y + 2) 

[ (y - 1)(y + 4) r 
- 2(y + 1)(y + 2) 

[ (y + 4)(y + 5)r 
5(y + l)(y + 2) 

[ 2y(y + 4) r 
- 5(y + 1)(y + 3) [(y + 1)6(y + 3)r 

[3(y - 1)(y + 5)J * 
5(y + 1)(y + 3) 

[ 3(y + 4)(y + 5) r 
1O(y + 2)(y + 3) 

[ y(y + 5) r 
2(y + 2)(y + 3) 

[ y(y - 1) r 
5(y + 2)(y + 3) 

n_ -Hn - 2)[15y(y + 4)]* H6y(y - 1)(y + 4)(y + 5)]1 

TABLE AB.3. U([yOO][12][yOO][P]; [[<121][[<231]). 

[y + 110] 

[y 111 

-[ Y J! 
2(y + 2) 

-[(y + 4)J' 
2(y + 2) 

f(n - y)[y(y + 4)1* . 
.. With [yOO]-+ [yyy]. for [ft"I] = [211]; L. -+f(n + y + 4) 

[y(y + 4)]t. 



                                                                                                                                    

TABLE A8.4. U([yOO][2a][yOO][2]; [r·I][I'2S1]). 

~ [1'121 
[0] [211] [422] 

[y - 200] [ y(y - 1) r 
1O(y + 2)(y + 3) 

-G(y - 1)(y + 4)J1 
(y + 2)(y + 3) 

[2(y + 4)(y + 5)J I 
5(y + 2)(y + 3) 

[y11] [ 3y Ji -(y + 8) _ [ 8(y - 1)(y + 5) r 
10(y + 2) [6(y + 2)(y + 4)]1 15(y + 2)(y + 4) 

[y + 222] [3(y + 5)r 
5(y + 3) 

[ y(y + 5) r 
3(y + 3)(y + 4) 

[ y(y - 1) r 
15(y + 3)(y + 4) 

I:, n_ -.(3n + y - 4)[5y(y + 4)] [y(y - 1)(y + 4)(y + 5)]1 

TABLE A8.5. U([y y - 1 O][P][y y - 10][11]; [1'12)], [I'SSI]Pl.U)'& 

[[lOll] 

[[(121]~ 
[0] [22] [211] P = 1 [211] P = 2 

[y + 1 yO] [(y 6; 4)J' [<y - 1)(y + 1)J 1 (2y - 1)[y + 4]1 [ 3(y - 1)(y + 1) r 
3y(y + 2) [2y(4y' + 12y - 1)]1 y(y + 2)(4y· + 12y - 1) 

[y - 1 Y - 20] [(y -1)r [(y + 2)(y + 4) J i (2y + 7)[y - l]l [ 3(y + 2)(y + 4) r 
6(y + 3) 3(y + 1)(y + 3) [2(y + 3)(4y' + 12y - 1)]1 - (y + 1)(y + 3)(4y· + 12y - 1) 

1 [(y - 1)(y + 4) r -5 (2y + 3)[3(y - 1)(y + 4)]1 
[yyl] - v6 12(y + 1)(y + 2) [2(4y· + 12y - 1)]1 2[(y + I)(y + 2)(4y· + 12y - 1)]1 

[y + 1 Y - 11] 
_ [(y - I)(y + 4)r [(y + I)(y + 2)r ~ 3(y - I)(y + 4) J1 (2y + 3)[(y + I)(y + 2)]1 

2y(y + 3) 4y(y + 3) - y(y + 3)(4y· + 12y - 1) 2[y(y + 3)(4y' + 12y - 1)]1 

V-{(y - 1)(y + I)(2y + 7) } 
-i [2(y - I)(y + I)(y + 2)(y + 4)J 1 

I:. U2(y - 1)(y + 1)(y + 2)(y + 4)]1 
3 + x(4y" + 12y - 1) 

n+ 2[(4y' + 12y - 1)]1 (4y' + 12y - 1) 

& U([yyl)U")[yyl)[12): [/(121)[/"81)p) = (_l)p+1U([yy - I O)U")[Y y - I O)U"]: (f1l'IO)[/(Ul)p). The E. values are the same as the above except for [211) p = I for which E. = ('V3[(y + I)(y + 2)(2y + 3) + x(4y· + 
12y - l))}/{2[(4y" + 12y - l))}l. 

-0"1 -"'" 

~ 

..-j 

::z:: 
tTl 
(') 

::z:: 
..-j 

:> 
z 
t:j 

til 

(') 

'"d 
:> z 
o 



                                                                                                                                    

TABLE AS.6. U([y Y - 1 0J[28J[y Y - 1 0)[2]; [/llIl}, [/llIl]Pl ... ). 

(fIISl] 
[Jllll] ~ [0] [211] P = 1 [211) P = 2 [422] P = 1 [422] P = 2 

[y-Iy-20} [ y-1 Y (2y + 11)[y - 1H (4y - 5)[(y + 2)(y + 4)}1 (3y + 22)[y + 4}1 [2(y - 2)(y + 2)(y + 4)(y + 5)r 
- 1O(y+ 3) [6(y + 3)(4y' + 12y - I)}! 3[(y + 1)(y + 3)(4yl + 12y - 1)}l 3[5(y + 3)(3yl + 9y - 2)}1 - 3(y + I)(y + 3)(3y· + 9y - 2) 

[yyl} I -3V3 -2(y + Il)[(y - I)(y + 2)]} (3y + 22)[y - I}l [3(y - 1)(y - 2)(y + 2)(y + 5)r 
via [2(4y 2 + 12y - 1)]1 2[(y + 1)(y + 4)(4y· + 12y - 1)]l 2[5(y + 4)(3y' + 9y - 2)}1 - 2(y + I)(y + 4)(3yl + 9y - 2) 

(yy- 30] [(y - 1)(y - 2)], -(2y + 5)(y - 1)(y - 2)]1 ~ [2(Y - 2)(y + 2)(y + 4)J 1 -2(3y + 7)[(y - 2)(y + 4)]1 _ [(y + 2)(y + 4)(y + 5)r 
5y(y+ I) [3y(y + 1)(4y' + 12y - I)n 3 y(4y' + 12y - I) 3[lOy(y + 1)(3y· + 9y - 2)]1 3y(3y. + 9y - 2) 

[y + 1 y -II] _ [3(y - I)(y + 4)], 5[ (y - I)(y + 4) r -(2y' + lly + 32)[y + 1]1 -(9y' + 17y - 56) -(y + 4)[(y + I)(y - 2)(y + 5)]1 
10y(y + 3) 2y(y + 3)(4y· + 12y - I) 2(3y(y + 2)(y + 3)(4y' + 12y - l)]i 2[l5y(y + 3)(3y' + 9y - 2)]1 [2y(y + 2)(y + 3)(3yl + 9y - 2)]1 

[y+2y+ 12] [3(y + 5)]' (2y - 1)[y + 5]l [ 3(y - 1)(y + 5) r -(y -I)[3(y - I)(y + 5)]1 [ 2(y - I)(y - 2) ]" 
1O(y + I) [2(y + 1)(4y l + 12y - 1)]l - (y + 2)(y + 4)(4y· + 12y - I) (S(y + l)(y + 4)(3y· + 9y - 2)]1- - (y + 2)(y + 4)(3y' + 9y - 2) 

-3VS I(Y - 1)(y + 3)(2y - I)} 
_ [5(Y- 1)(y + l)(y + 2)(y + 4)]" -![2(y _ 1)(y + 4)(3 • + 9 _ 2))1 :E. n_ + X(4yl + 12y - 1) 

0 2[3(4y' + 12y - 1)]! 2(4y' + 12y - 1) Y 'Y -~ 
VI 

TABLE AS.7. U([yyl)(23][yyl][2]; [PUll. (p.3lJpl.sa). 

[P23lJ 
[PUll ~ [0] [211] P = 1 [21lJp=2 [422]p = 1 [422] p = 2 

[y + 1 y + 1 I] _[Y+4y (2y - 5)[y + 4]1 -(4y + 17)(y - 1)(y + I)]l (3y - 13)[y - I]l _ [2(y - I)<y + 1)(y - 2)(y + 5)J I-
lOy [6y(4y' + 12y - I)]! 3[y(y + 2)(4y' + 12y - I)]l [45y(3y· + 9y - 2)]} 3y(y + 2)(3y· + 9y - 2) 

[y y - I 0] 1 -3V3 (2y - 5)[(y + 1)(y + 4)]! (3y - 13)[y + 4]l [3(y + I)(y - 2)(y + 4)(y + 5)J I-
via [2(4y· + 12y - 1)]t 2[(y -1)(y + 2)(4y' + 12y - l)]l 2[5(y - 1)(3y2 + 9y - 2)]+ - 2(y - I)(y + 2)(3yl + 9y - 2) 

[y+ 2y + 2 3] [(y+ 4)(y + 5)]' 
5(y + 2)(y + 3) 

(2y + 1)[(y + 4)(y + 5)]t T2(Y - 1)(y + 1)(y + 5)r 
(3(y + 2)(y + 3)(4y' + 12y - I)J! - 3 (y + 3)(4y' + 12y - 1) 

-(3y + 2)[2(y - I)(y + 5)]1 [(y - 1)(y + I)(y - 2) J 1 
3[5(y + 2)(y + 3)(3y· + 9y - 2)]+ - 3(y + 3)(3y' + 9y - 2) 

(y + 1 y2) _ [3(y - 1)(y + 4)J t s[ (y-l)(y+4) Jl (2y' + y + 17)[y + 2]1 -(9y' + 37y - 26) -(y - I)[(y - 2)(y + 2)(y +5) 
10y(y + 3) 2y(y + 3)(4y' + 12y - 1) 2(3y(y + 1)(y + 3)(4y' + 12y - I)]! 2(15y(y + 3)(3y' + 9y - 2)]1 (2y(y + 1)(y + 3)(3yl + 9y - 2)+ 

[yy - 21] [3(y - 2)], -(2y + 7)[y - 2]t [ 3(y - 2)(y + 4) r -(y + 4)[3(y - 2)(y + 4)]l [ 2(y + 4)(y + 5) r 
1O(y + 2) [2(y + 2)(4y' + 12y - 1)]i - (y - 1)(y + 1)(4y' + 12y - 1) [5(y - 1)(y + 2)(3y· + 9y - 2)l (y - 1)(y + 1)(3y' + 9y - 2) 

-V15(y - 1)(2y' + 7y + 2) \ 
_ [5(y - 1)(y + 1)(y + 2)(y + 4)J 1 :E. n_ + x(4y' + 12y - 1)/ 

-t[2(y - I)(y + 4)(3y' + 9y - 2»)1 0 2[(4y' + 12y - 1)]l 2(4y' + 12y - 1) 



                                                                                                                                    

.... 
0\ .... 
0\ 

TABLE AS.S. U([yll][12][yll][!2]; [/(12)], [[!28I]Pl,23)'''' 

[0) [211] p = 1 [211] p = 2 [22] 

[yOO] -![Y + 2]* (y - 6) _ [4(y - 1)(y + 4)]* ~[(y; 1)r 
3 2y [6y(3y + 2)]l 3y(3y + 2) 

[y - 1 10) _ [(y - l)(y + 2)]* -(y + 6)[y - l]l -(y - 2)[y + 4]l -(y + 2) 
6y(y + 3) [2y(y + 3)(3y + 2)1l [y(y + 3)(3y + 2)]t [3y(y + 3)]1 

[y + 1 21] ~[(y + 2)(y + 4)]* -2y[y + 4]t -(y - 2)[y - l)l 1 [ (y - 1)(y + 4) J i 
3 (y + 1)(y + 3) [3(y + 1)(y + 3)(3y + 2)]1 [6(y + 1)(y + 3)(3y + 2)]! "3 2(y + 1)(y + 3) 

[y22) _[(y -1)]* 
3(y + 1) 

[(y -1)(y + 2)]* - (y + 1)(3y + 2) 
[ (y + 2)(y + 4) r 

2(y + 1)(3y + 2) 
[(y + 2)]* 

6(y + 1) 

:E2 n+ 
{2(y + 4) + x(3y + 2)} [3(y + 2)J l 

2 (3y + 2) 
[6(y - l)(y + 2)(y + 4)]* 

(3y + 2) 
[2(y - l)(y + 2)J1 

.. U([yy - I y - 1](12]Cy Y - I Y - 1)[1"); (fUI)], [P23,]p) = (- I)P+l U({yl1RI2][y11][12); [1(12)*], [f23]p). The 1:2 values are the same as the above except for (211J p = 1 for which 1:2 = tl3(y + 2)(y - 1) + 
x(3y + 2)](3(y + 2)/(3y + 2)}1 • 

TABLE A8.9. U([yll][23][yll][2]; CpU)], [P2Sjp1,23)' 

~[Jl28I] 
[[(12)] ~ 

[0] [211]p = 1 [211] p = 2 [422]p = I [422]y = 2 

[y- 1 10] _ [(y - I)(y + 2)]* (y + 10)[y - I]l (y - 4)[y + 4J! -(2y - 1l)[2(y + 4)]! [5(y - 2)(y + 4)(y + 5)J 1 
10y(y + 3) [6y(y + 3)(3y + 2)]! [3y(y + 3)(3y + 2)]1 [15y(y + 3)(3y + I)]! 3y(y + 3)(3y + 1) 

[y - 211] [(y - I)(y - 2)Y -(3y + 10)[(y - l)(y - 2)]i [ (y - 2)(y + 4) J -(3y + II)[2(y - 2)(y + 4)]* 2 [ 5(y + 4)(y + 5) J 
IOy(y + 3) [6y(y + 3)(y + 2)(3.1 + 2)]! 4 3y(y + 3)(y + 2)(3y + 2) [15y(y + 3)(y + 2)(3y + I)]! 3y(y + 3)(y + 2)(3y + 1) 

[y22] [(y - I)Y -(y + 6)[y - I]l , (y2 + 4y + 20) (4y2 + 19y + 2) [ 5(y - 2)(y + 5) r 
5(y + 1) [3(y + 1)(y + 2)(3y + 2)]1 [6(y + 1)(y + 4)(y + 2)(3y + 2)]t [I5(y + I)(y + 2)(y + 4)(3y + 1))1 y 6(y + 1)(y + 2)(y + 4)(3y + 1) 

[y + I 21) _[4(Y + 2)(y + 4)]* -2(y - 4)[y + 4]! (5y + 22)[y - I]l (2y - l1)[y - l]l I [5(y - I)(y - 2)(y + 5)]* 
15(y + 1)(y + 3) 3[(y + I)(y + 3)(3y + 2)]1 3[2(y + 1)(y + 3)(3y + 2)]i 3[5(y + l)(y + 3)(3y + I)]! - 3 2(y + l)(y + 3)(3y + 1) 

[y + 2 33] [(y+ 5)Y 
3(y + 3) 

I [5(y + 2)(y + 5)J 1 
3 (y + 3)(3y + 2) 

~[10(y - I)(y + 2)(y + 5)]* 
3 (y + 3)(y + 4)(3y + 2) 

I [(y - 1)(y + 2)(y + 5) r 
- 3 (y + 3)(y+ 4)(3y+ I) 

_ ! [2(y - 1)(y - 2)(y + 2)]* 
3 (y + 3)(y + 4)(3y + I) 

{(y - 1)(y + 2)} 

:E.'" n_ - + x(3y + 2) C5(Y + 2)]* [IO(Y - I)(y + 2)(y + 4)]* _ [(y - 1)(y + 2)¥ + 4)(3y + l)] 1 0 
2 (3y + 2) 3(3y + 2) 

'" If [yll)- [y y - I Y - I), the r:. values are the same as above except for (211) p = 1 for which r: 2 = -!{2(y - l)y + x(3y + 2)I[1S(y + 2)/(3y + 2»)f. 
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. It i.s .shown that th~ s~ceptibility of a nonnal Fefl!li liquid can be renonnalized without using Ward 
IdentIties for the denvatJves of the mass operator wIth respect to the magnetic field. The procedure is 
comple~e~~ a~alogous to the renonnalizati~n of the compressibility. The result which expresses the 
susceptlblhty III terms of Landau parameters IS correct only to lowest order in temperature. The behavior 
of higher-order tenns in temperature is discussed. 

1. INTRODUCTION 

It has been shown by Nozieres and Luttingerl and 
others2 •3 that one can derive the results of the phe­
nomenological Landau theory4 from a microscopic 
theory. For this purpose one has to identify the follow­
ing in the microscopic theory: (1) the quasiparticle 
energy,! and (2) the Landau parameters. l •S The first is 
identified as the real part of the pole of the single­
particle Green's function. The second is taken to be 
the limits of the vertex function multiplied by the 
square of the renormalization constant. 

When these identifications have been made, one 
obtains the equation for the propagation of zero 
sounds in the same form as in the phenomenological 
theory. Furthermore, using Ward identities, one 
obtains the equations for the effective mass of a 
quasiparticle and the compressibility.L3 If one defines 
the Fermi momentum as the momentum at which the 
quasiparticle energy vanishes, then one can also 
show6 that the usual relation between particle number 
and the volume of the Fermi sphere holds. This 
result was extended by Dzyaloshinski7 to show that 
the magnetic moment of the normal Fermi liquid is 
proportional to the difference of the volumes of the 
Fermi sphere for quasi particles with spin up and the 
one for quasi particles with spin down. 

In this work we show that the susceptibility of the 
normal Fermi liquid can be renormalized in a micro­
scopic theory without using Ward identities for the 

* Present address: Department of Physics, Brandeis University, 
Waltham, Mass. 

1 P. Nozieres and J. M. Luttinger, Phys. Rev. 127, 1423, 1431 
(1962). 

2 L. P. Pitayevski, Zh. Eksp. Teor. Fiz. 37, 1794 (1959) [Sov. 
Phys.-JETP 10, 1267 (1960)]. 

3 A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinski, 
Methods of Quantum Field Theory in Statistical Physics (Prentice­
Hall, Inc., Englewood Cliffs, N.J., 1963). 

• L. D. Landau, Zh. Eksp. Teor. Fiz. 30, 1058 (1956); 32, 59 
(1957) [Sov. Phys.-JETP 3, 920 (1956); 5, 101 (1957)]. 

• L. D. Landau, Zh. Eksp. Teor. Fiz. 35, 97 (1958) [Sov. Phys.­
JETP 8, 70 (1959)]. 

• J. M. LuUinger and J. C. Ward, Phys. Rev. 118, 1417 (1960). 
7 I. E. Dzyaloshinski, Zh. Eksp. Teor. Fiz. 46, 1722 (1964) [Sov. 

Phys.-JETP 19, 1163 (1964)]. 

derivatives of the mass operator with respect to the 
magnetic field. This can be done provided the inter­
actions are spin-independent. In that case the number 
of particles with each spin projection is conserved and 
the Ward identity connecting the derivatives of the 
mass operator with respect to frequency to the vertex 
function holds, regardless of whether we use the 
symmetric or anti symmetric part of the vertex func­
tion. See, e.g., Eq. (12) below. This is sufficient to 
make the renormalization of the susceptibility identical 
to that of the compressibility. 

The result is as in Ref. 4: 

m* m* 
X = -l(1 - Ag) = -l(1 + Fg)-I, (1) 

m m 

where m is the mass of the fermion, m* the effective 
mass, XO the Pauli susceptibility of a free gas, and Ag 
the angular average of the anti symmetric part of the 
forward-scattering amplitude of two quasiparticles 
on the Fermi surface. (We use here the notation of 
Ref. 8 for the Landau parameters. In the notation of 
Ref. 4, we have Fg = ifJo') 

After proving this result, we show it to be correct 
only to lowest order in temperature. However, the 
only approximation made is in isolating the coherent 
part of the particle-hole propagator. The error made 
is of relative order T2 and so is the correction term in 
the susceptibility. 

2. BASIC FORMULAS 

We treat a normal system of fermions using 
the temperature-dependent Green's-function formal­
ism.u .9 The system is described by a single-particle 
Green's function G(1 - 1 '), where 1 = (rl' t]) and 
tl E (0, -if3). The Hamiltonian is assumed to be 
spin-independent and to contain only two-body 
forces. Thus, the only spin-dependent effects are due 

8 D. J. Amit, J. W. Kane, and H. Wagner, Phys. Rev. Letters 19, 
425 (1967); Phys. Rev. 175, 313 (1968). 

~ D. J. Amit, in Mathematical Methods in Solid State and Super­
flUId Theory, R. C. Clark and G. H. Derrick, Eds. (Oliver and Boyd, 
Edinburgh, 1969). 
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to exchange. The assumption of spin independence 
allows us to separate every two-particle (four-point) 
function into its direct and exchange parts, i.e., 

G"py6(1l',22') = UGAydp6 + G20"y • 0p6]' (2) 

where IX, p, y, d are spin indices and ° are Pauli 
matrices. The two-particle Green's function is con­
ventionally defined as 

G"py.,(l1', 22') == -(T[ 'Pa<1)'Pp(1')'Pt(2')'P~(2)]). (3) 

The magnetic moment of the system in a weak mag­
netic field H is given by10 

M = -f-lo lim {if d42'(T['Pa<1)'Pt(2')'PP(2')'P~(2)])oy" 
2-+1+ 

• (06P • H) 

= -f-l~{f d4
2'G"pY6(1l', 22')11'=2'+ J2=1+ Oy,,(06P' H), 

(4) 
where 

and f-lo is the Bohr magneton. 
Inserting in (4) the decomposition (2) of G, we find 

M = -2f-l~{f d4
2'G2(1l', 22')11'=2,+1=1+' H, (5) 

which is the expected result that M is in the direction 
of H. The susceptibility is, therefore, 

Writing G2 in momentum space in terms of particle­
hole variables, we define 

G2(1l', 22') 

= (-ipO)-3 I G2(p; q, q') 
P,fl,q' 

X exp {i[p(1 - 2') + q(1 - 2) + q'(1' - 2'm 

(7) 
where p . 1 = p. r1 - POt1 [we use 

(pOr1 I = ! I f d 3

q , where I 
fl P flo (21T)3 flo 

is the sum over the discrete imaginary frequencies], 
o is the volume of the system, and p = (kET)-I. 
Inserting in (6), we get 

10 A. A. Abrikosoy and L. P. Gorkoy, Zh. Eksp. Teor. Fiz. :>'1, 
480 (1960) [SOY. Phys.-JETP 12, 337 (1961)]. 

G~ is the "k limit"5 of G2(p; q, q'). [We henceforth 
drop the explicit exp (q~(}t - qoO+), as it will not be 
needed.] 

The two-particle Green's function is related to the 
vertex part r via1.9 

G"Py6(P; q, q') = Rq(q' - q)( -ipO)df),od"ydp6 

- R,ip)( -iPO)· dqq,da6dpy 

+ iRq(p)r"PY6(P; q, q')Rq,(p). (9) 

R is simply the product of two Green's functions, 
namely 

Ra(p) = G(q)G(q + p). 

Using (2) and (9), we find 

X = -2f-l~(PO)-1 t R:[ 1 + (PD.)-1 ~ r~(q, q')~:'] 
= -2f-l~S~, (10) 

where we defined S~ by 

S~ = (PO)-I I R:[1 + (PO)-1 I r~(q, q')R:]. (11) 
q fl' 

s~ is the same as SOOk, the static correlation function 
of Ref. I after a spin decomposition. Finally, we note 
that the compressibility K is given by1 

K = -(N p)-1S~, 

where N = pO is the number of particles. 

3. WARD IDENTITY 

The Ward identity relating the frequency derivative 
of the mass operator M to the vertex part, Eq. (4.18) 
of Ref. 1, can be derived from the conservation of the 
number of particles in the system,n together with the 
assumption of two-body forces. Since it is the number 
of particles of each spin species that is conserved, we 
obtainS 

oM(q) = -(pOrI I r~(q, q')R:', i = 1,2. (12) 
oqo fl' 

In particular, setting q on the Fermi surface we obtain 

-1 _ 1 oM(kF'w) I at - -
ow 0)=0 

= 1 + (PO)-I I rf(n, q')R:, i = 1,2. (13) 
fl' 

In other words, the renormalization constant is given 
by the same expression, whether we use r 1 or r 2 •. 

Finally, we make use of the identity 

I R:[l - OM(q)J = 0 (14) 
q oqo 

11 J. R. Schrieft-er, Theory of Superconductivity (W. A. Benjamin, 
Inc., New York, 1964). 
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[see Eq. (5.16) of Ref. 1]. Together with Eq. (12) this 
leads to 

I R:[1 + (pO,rl I rf(q, q')R;] = O. (15) 
q q' 

4. LOW-MOMENTUM TRANSFER BEHAVIOR 

We turn now to the low-momentum transfer 
behavior of the quantities involved. We havel 

(16) 

R: is the "w limit"5 of R, af is the renormalization 
constant, and 

8q = (l/vF)~(lql - kF)~qo.O' (17) 

where VF = kF/m* is the quasiparticle velocity. This 
relation can be proved to all orders in perturbation 
theory at T = 0,12 and at finite T it can be checked in 
low-order diagrams or in an RPA calculation. 

Furthermore, using the renormalized Bethe-Sal­
peter equation at low-momentum transfer, which is 
called Landau's equation, one finds,8,g for i = 1, 2, 
that 

rf(q, q') - rf(q, q') 

= a~N*(O)J ~~ r~(q, n")rf(n", q'), (18) 

where the appearance of the unit vector n" in r 
indicates q" = n"kF , q~ = 0, i.e., the four-momentum 
is set on the Fermi surface, N*(O) = m*kF/21T2. The 
integral in Eq. (18) is over the unit sphere. Equation 
(18) has again corrections of relative order (Pp)-2, 
since Eq. (16) is used in deriving it. 

From Eq. (18), we have 

(pO,)-l I {rf(q, q')R; - r~(q, q')R!, 
q' 

+ r~(q, q')(R!, - R;)} 

= a~N*(O) f ~~ r~(q, n">[(pO,)-l ~ rf(n", q')R; J-
In the last term of the left-hand side, we insert Eq. 
(16), and the term in brackets on the right-hand side 
is expressed in terms of the renormalization constant 
by using Eq. (13). Thus, we arrive at 

p~ ~ [ff(q, q')R; - r~(q, q')R!,] 

= afN*(o)f dn' r~(q, n'), 
41T 

(19) 

and this equation, again, holds for both i = 1 and 2. 

12 J. M. Luttinger, Phys. Rev. 121, 942 (1961). 

Setting (19) on the Fermi surface and using (13) gives 

(pO,)-l I r~(n, q')R!, 
q' 

= (af l 
- 1) - afN*(o)f dn' r~(n, n'). 

41T 

5. mE RENORMALIZATION OF S~ 

Using (16) and (19), we can write Sf as 

sf = (pn)-l I (R: - pa~8q) 
q 

x [1 + (pO,)-l ~ rf(q, q')R; ] 

(20) 

- (pO,)-lafN*(O) ~ J :; R~rf(q, n'). (21) 

Next we use (15) and (13) to rewrite it as 

Sf = -afN*(O)[l + f ~~ (pO,)-l ~ rf(n', q)R~l 
(22) 

where in the last term we used the fact that rk(q, q') is 
symmetric in q and q'. Finally, we insert (20) in (22) to 
find 

Sf = -N*(O) + [arN*(0)]2J dn rf(n.n'). (23) 
41T 

At T = 0, the second term reduces to N*(O)A~ when 
i = 1, where A~ is the angular average of the symmetric 
part of the scattering amplitude, and to N*(O)Ag when 
i = 2; thus, 

Sf (T = 0) = - N*(O)[l - A~·a] 

= - N*(O)[l + F~a]-l. (24) 

6. THE COMPRESSmILITY AND 
SUSCEPTmILITY 

From (24) and the expression for K and X, we obtain 
Landau's results, i.e., 

at T= O. 

K = (N p)-lN*(O)(l - A~), 

X = 2p~N*(0)(1 - Ag) 

(25) 

(26) 

In Eq. (22), rf is temperature-dependent, but it is 
easy to convince oneself that the equation gives only 
the T = 0 term correctly. In order to see this it is 
enough to look at the system of noninteracting 
fermions. In this case 

S~(O) =f q2 dq
f ,( 0) 

• 21T2 Eq , 

where f' is the derivative of the Fermi distribution 
function and E~ = (q2 - k'ir)/2m. At T = 0, 

S:(O) = -N(O) = -mkF/21T2. 
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If in Eq. (24) we set A~,a = 0, m* = m, which 
corresponds to the case of the noninteracting system, 
we obtain the T = 0 result. 

The difference, clearly, comes from the approxi­
mation made in Eq. (16). This equation introduces 
errors of relative order T2 in Eq. (19) and finally in 
Eq. (21). As is suggested by the comparison with 
the noninteracting system, Eq. (16) becomes exact 
at T = 0.6 This is the form in which it was used in 
Ref. 8. 

The correction to the zero-temperature suscepti-

bility has been calculated through the paramaghon 
approximation. l3 It was found to behave like P, and 
by using the approximate expression for the free 
energy the coefficient was explicitly calculated. 
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The theory of stochastic motion is formulated from a new point of view. It is shown that the funda­
mental equations of the theory reduce to Schr6dinger's equation for specific values of certain parameters. 
A generalized Fokker-Planck-Kolmogorov equation is obtained; with other values of the parameters, 
certain approximations reduce this to the Smoluchowski equation for Brownian movement. In particular, 
the potential function in the Schr6dinger equation differs in the two cases. The usual uncertainty relations 
appear in a natural way in the theory, but in a broader context. A single theory thus covers both simi­
larities and differences betwee.n quantum-mechanical and Brownian motion. Furthermore, possibilities 
for broadening nonrelativistic quantum mechanics are brought out and, as an example, the possible 
corrections due to non-Markoffian terms are briefly studied. 

I. INTRODUCTION 

In this paper we are concerned once more with the 
possibility of giving a stochastic foundation to 
quantum mechanics. In this sense it continues a series 
of earlier papers,1-3 although the problem is here 
approached from a new point of view and in a much 
more general form. 

The basic idea is developed as follows: In the first 
place we construct a new formulation of stochastic 
theory (Sec. II) using two guiding principles, namely, 
that the theory must be an extension of Newtonian 
mechanics and that the velocities and the forces must 
transform according to certain rules with respect to 
time-inversion. These rules are indeed sufficient to 
establish the two fundamental differential equations 
of the theory, which, in a particular but interesting 
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Mexico. 
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2 L. de la Pefta-Auerbach, E. Braun, and L. Garcia-Colin, J. Math. 
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case, reduce to the set first given by Nelson.4 Once the 
theory is constructed, we show without further 
physical assumptions that Schrodinger's equation is 
a first integral of our fundamental stochastic equations 
(Sec. III). In fact, the equation we obtain is more 
general than Schrodinger's, which is obtained by 
fixing certain parameters of the theory. In this form 
we see that it is possible to reinterpret quantum­
mechanics as a stochastic process. Then we turn back 
to our basic set of equations and show that their first 
integrals may be written alternatively as a continuity 
and an energy-conservation equation (Sec. IV). The 
first of these may be cast into the form of a generalized 
Fokker-Planck-Kolmogorov equation of the type 
discussed by Pawulas and gives, as we show, the 
Smoluchowski equation6 for Brownian motion if 

4 E. Nelson, Phys. Rev. 150, 1079 (1966). See also by the same 
author: Dynamical Theories of Brownian Motion (Princeton Univer­
sity Press, Princeton, N.J., 1967). 
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• S. Chandrasekhar, Rev. Mod. Phys. 15, 1 (1943). Reprinted 
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some approximations, equivalent to the transition to 
the static limit, are made. In this latter case, a param­
eter A. which characterizes the interaction of the 
particle with its surroundings takes a value different 
from that needed in the quantum-mechanical case. 
This interaction parameter appears in an unusual 
energy term in our generalized SchrOdinger equation; 
hence, the difference in the values it takes are of 
fundamental importance: if it is unity, the classical 
quantum-mechanical case is obtained, while a value 
different from unity gives rise to the equations of 
Brownian motion and adds a new term to Schro­
dinger's equation. This means that, although in our 
theory there is an interaction of the particle with its 
surroundings, postulated from the beginning, this 
interaction remains hidden in the quantum-mechan­
ical case but gives rise to a dissipative term in the 
Brownian case. In this way the stochastic theory here 
presented allows us to state explicitly the common 
aspects of quantum mechanics and Brownian motion, 
making possible at the same time to state the great 
differences between these two different physical 
situations. 

In deriving Schrodinger's equation from the general 
theory we truncate a priori a Taylor-series develop­
ment to second order, which is equivalent to consider­
ing that the interaction of the particle with its 
surroundings is Markoffian. To see more clearly the 
possible consequences of this last hypothesis, we 
return to the question in Sec. V, in which it is shown 
that the higher-order terms previously disregarded 
give rise to a perturbing potential. In particular, it is 
shown that the fourth-order term in the Taylor 
development gives, if it is not zero and satisfies 
certain simplifying assumptions, a correction to the 
energy levels of a stationary system which has the 
same form as the dominant radiative corrections in 
quantum-electrodynamics responsible for the Lamb 
shift in the hydrogenlike atom, i.e., bE,....., (V2V). 
This calculation is straightforward but only qualita­
tive, the final result being expressed in terms of an 
at present unknown parameter. In this form, we 
cannot reach at present any final answer to the 
question of the legitimacy or illegitimacy of our 
truncating the Taylor expansion to second order, but 
we hope that an extension of the present work which 
is in course may be of value in getting more definitive 
results about this point. 

Some results of this paper were obtained previously 
along different lines of thought,1-4 but it seems to us 
that the method here set forth is more direct and that 
the physical content of the theory is clearer, the 
formulation being more general and enlightening. 

For a discussion of some related topics, as for example 
the introduction of the usual operators into the theory, 
which are barely touched upon in this paper, the 
interested reader may refer to the literature.2•3 

II. THE FUNDAMENTAL EQUATIONS OF 
THE STOCHASTIC THEORY 

The scope of this section is to derive from first 
principles the equations of motion of a classical 
particle subject simultaneously to the action of an 
external and a stochastic force, this last being gener­
ated by the interaction of the particle with the 
medium through which it moves. We assume that the 
velocity e of the particle may be written as the sum 
of a systematic or current velocity v and a stochastic 
component u4 : 

e = v + u. (1) 

Let us introduce the time-reversal operation which 
consists in the transformation x --+- x, t --+- -t; in 
other words, in the change of the direction of the 
time axis. We shall denote it by t and write for short 
tf = /, f being any quantity on which t acts. The 
effect of t onfis to replace 1 by -I everywhere inf 
In classical as well as in quantum mechanics, the 
transformation properties under t of the kinematic 
and dynamic variables are usually inferred from their 
definition; for example, the velocity of a classical 
particle, being the limit of !lx//).[ as !It --+- 0 is sup­
posed to reverse its sign undf'f t. We here also impose 
upon the velocities v and u a well-defined behavior 
under time reversal and, in particular, we assume 
that they transform under t as follows: 

v = -v, 

ii = +u. (2) 

In the limit when the stochastic force goes to zero 
(in what follows called the Newtonian limit) we want 
to recover Newtonian mechanics; this establishes the 
first of Eqs. (2). On the other hand, the transforma­
tion property of u implies that in the Newtonian limit 
u = 0 necessarily, because in this limit we must have 
c = -e. Equations (2) imply that the velocities v 
and u are essentially different variables, v being the 
velocity in Newtonian mechanics but u having no 
classical analog. We have from (I) and (2) that 

and so 
c = -v + u 

v = He - c), 

u = He + c). 

(3) 

(4) 

In classical mechanics, the velocity v and the posi­
tion coordinate x of a particle are linearly related 
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through the total time-derivative operator: 

v = (d/dt)x. 

In order to get a similar relationship in our more 
general scheme, it is necessary to investigate which 
operator, if any, may be used in place of d/dt to relate 
x (now a stochastic process) with c ~ v + u. Clearly, 
a relation of the above type will have meaning only 
in the mean, due to the stochastic nature of the motion 
which we are assuming. To investigate this question, 
let us assume on physical grounds that there exists a 
distribution of the changes in the space coordinate 
r5x = x(t + dt) - x(t) which occurs in a small time 
interval dt, this distribution being such that its 
moments in r5x divided by M all remain finite in the 
limit M -+ 0. In this paper we shall adhere to the 
following convention: when we take the average of a 
quantity over the probability density of r5x(dt), we 
shall write this average as E{ } and call it for short 
the mean or the mean value; on the other hand, if the 
average is taken over an ensemble of equivalent 
particles to be introduced later on, we shall call it the 
average or the average value and write < )av' The 
mean, in this restricted sense, is thus the conditional 
expectation in the interval dt.4 Now let us introduce 
any sufficiently smooth function of x and t, say 
f(x, t), and suppose that it admits a development in a 
Taylor series about the point x, t; let df be a small 
positive time interval. Then we can write, letting Xi 
be the components of x, 

L [f(x(t + dt), t + dt) - f(x(t) , t)] 

R:! [~ + -11 [Xi(t + dt) - xi(t)]Oi 
ut dt i 

+ _1 1 [Xi(t + ilt) - xlt)] 
2dt i,1 

x [xlt + dt) - xlt)]oioj + .. -]f(X(t), t). 

Taking the mean of the above expression and passing 
to the limit dt -+ 0, we obtain 

<J)f(x, t) == lim ..1 E{f(x(t + dt), t + dt) - f(x(t), t)} 
M .... O dt 

= [: + ~ CiOi + ~ DijOiOi + .. 'Jf(X, t). 
ut 1 .,j 

(5) 

Here Ci , 2Dij' ... stand for the limits of the first­
second-, . .. order moments of the distribution 
divided by dt, and we are identifying Ci with the com­
ponents of the previously introduced velocity c. For 

a more detailed mathematical discussion of topics 
related to ours, the reader is referred to Refs. 4, 6, 7 
and references cited therein. In what follows we 
assume for simplicity that the matrix whose elements 
are Dij as defined in Eq. (5), is diagonal. Hence we 
write the above result in the form: 

<J)f=~+C'Vf+DV'1+"" (6) 

Clearly, in the Newtonian limit when D and all 
higher-order coefficients vanish, <J)f reduces to the 
usual total time-derivative off Also from (6) we have 
that 

('t<J)f== 'iJf= - ~ + c· Vf + DV"l + .... (7) 

If we call <J) the (mean) forward derivative operator, 

then i> represents the negative of the (mean) back­
~ard derivative operator; for in the Newtonian limit 

<J)f goes to minus the total time derivative, as follows 
from (2) and (7). According to (6) and (7), these 
operators are 

<J) = ~ + c • V + DV2 + ... 
ot ' 

m ° - - 2 .u = - - + c • V + DV +.... (8) 
ot 

Applying (8) to Xi' one gets 

<J)Xi = Ci' 

'iJXi = Ci' (9) 

This result shows that the operators <J) and ~ may 
in fact be considered as the sought-for generalization 
of the total time-derivative in classical mechanics, 
in the sense that with their help we can construct 
the velocities from the position coordinates. Now 
using (4) we immediately get 

v = !(<J) - i»x = <J)cx, 

u = !(<J) + 'iJ)x = <J).x, (10) 

where we have introduced the systematic (or current) 
derivative operator 

<J)c == !(<J) - !D) (Ila) 

and the stochastic derivative operator 

'D. == l('D + i». (1lb) 

With the help of (4) and (8), Eqs. (11) become 

<J) =~+V.V_DV2+ ... 
c ot - , 

<J). = U • V + D+ V2 + ... , (12) 

7 Ming Chen Wang and G. E. Uhlenbeck, Rev. Mod. Phys. 17, 
323 (1945). Repr:nted in the same book as Ref. 6. 
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where 

D+ = teD + D), 

D_ = I(D - D). (13) 

Note that in the Newtonian limit, ~. acting on any 
function of x and t gives zero, which we simply write 
as ~. = 0; on the other side, in the same limit ~o 
goes into a/at + v· V = d/dt. 

Since we want to construct a dynamical theory, we 
must consider forces in the scheme, which we shall 
always write per unit mass (p.u.m.) for simplicity. 
In classical mechanics there is a direct relation between 
forces and acceleration which we want to extend into 
the theory. With this aim, we introduce the quantity 

a =~c, (14) 

i.e., the forward derivative of the velocity c; with the 
aid of (1) and (11) we can rewrite (14) in the form 

a = ~ov + ~.u + ~.u + ~.v. (15) 

In the Newtonian limit, (15) reduces to 

a = ~cv = dv/dt, 

i.e., the acceleration of the particle, which, according 
to Newton's second law, is equal to the total force 
acting on the particle. This suggests that we can give 
to Eq. (15) a dynamical content if we put a = f, f 
being the (mean) total force (p.u.m.) acting on the 
particle. Let us consider at this stage only T-invariant 
forces, e.g., forces which do not depend on the 
velocities; then we may assume that a is also invariant 
under T. However, a as defined in (14) and (15) is 
not T-invariant. In fact, since 

it follows that 

~. = H~ - 2) = -2)., 

~s = H~ + 2) = 2)., 

a = ~cv + ~.u - ~.u - ~.v. (16) 

Therefore, if we want a to be T-invariant, i.e., 
a = ft, then a comparison of Eqs. (15) and (16) leads 
us to the following postulates: 

~cv + ~su = a, 

~cu + ~sv = o. 
(17a) 

(17b) 

Let us now introduce our dynamical postulate: 
the total force (p.u.m.) acting on the particle is equal 
to the total acceleration given by Eq. (l7a), i.e., 

f = a. (18) 

This postulate guarantees that the system of Eqs. 
(17) and (18) represents a generalization of Newtonian 

mechanics, Eqs. (18) and (17a) being the form that 
the second law takes in the presence of stochastic 
forces. Equation (l7b) is trivially satisfied in the 
Newtonian limit (when u and ~. are both zero). 

For brevity, let us write 

where 
ac = ~cv = ~~x = ac' 
a8 = ~.u = ~;x = is' 

(19) 

(20) 

the second pair of equalities following from (10) and 
the last one from (2) and (11). 

Thus, ac is the acceleration associated with the 
systematic rate of change of the current velocity, 
whereas as is the acceleration associated with the 
mean stochastic rate of change of the stochastic 
velocity. Also, from (17b) we see that the systematic 
changes of u are always compensated by the. ch&nges 
impressed by the stochastic motion on v. In this 
sense, this equation is a kind of action-reaction law. 

Explicitly the T-invariant form of a reads 

a = H~c + 2)c) = H~2 + 2)2)X. (21) 
Also, 

a. = l:(~ - ~)2X, 

a. = H~ +i»2X, 

and finally, from (17b), we get 

(~.~. + ~.~.)x = t(~2 - 2)2)X = O. 

(22) 

Now we introduce a last postulate into the theory 
in order to express the basic equations in terms of the 
applied external force (p.u.m.) fo• In general, we may 
expect the external force to b.e the fundamental cause 
of the changes of the systematic motion, although as 
we have seen the stochastic force may also contribute 
to them. This means that we may consider the total 
force fo as a superposition of the external force and a 
component of stochastic origin. Since, on the other 
hand, the mean total force is given by a linear combi­
nation of ac and as, we may consider that the four 
quantities ac , as, f, and fo are linearly related. Hence, 
we write 

fo = Ala. + A2a •. 

This equation together with f = a. + a8 allows us to 
write f as a linear combination of fo and, say, a

8
, 

according to the preceding discussion. From space­
and time-translation invariance we conclude that Al 
and A2 must be constants. Furthermore, we require 
that, in the Newtonian limit, i.e., when a. ~ 0, we 
have fo = ac ' and thus Al = 1. Finally, writing - A 
instead of A2 , we arrive at the following result: 

(23) 



                                                                                                                                    

1624 L. DE LA PENA-AUERBACH 

Equation (23) must be considered as a postulate. In 
it, A is left as a parameter of the theory (later on we 
shall find its value for some cases of interest). Com­
binirig (18), (19), and (23), we get that 

f = fo + (1 + A)a., (24) 

where f is given by (17a). In other words, we have as 
our fundamental equations the following system: 

fo = !Dev - A!Dsu, 

(25) 

which, when written out explicitly with the help of 
Eqs. (12), takes the form 

- AD+y2u + ... = fo, 

au + (v.V)u + (u.V)v + D+Y2v at 

Equations (26), which are a generalization of the 
system given in earlier papers2•3 and also of that 
proposed by Nelson, <\ describe the motion of a particle 
subject simultaneously to the action of aT-invariant 
external force Co and a stochastic force generated by 
the interaction of the particle with its surroundings, 
under the assumptions that the velocity may be written 
as the sum v + u of a systematic and a stochastic 
component, each transforming under T according to 
Eq. (2), and that the external force fo is related to the 
total force f as in Eq. (24) with constant A. 

Since the two velocities v and u satisfy a system of 
coupled equations, they are not independent, the 
stochastic and systematic motions influencing one 
another in a complex way. Due to this fact, we may 
expect that the motion of a particle satisfying Eqs. 
(26) differs fundamentally from the corresponding 
Newtonian case. Clearly, in the Newtonian limit 
when D+ = D_ = 0, etc., the second equation in (26) 
has the trivial solution u = 0 and then the first one of 
these equations reduces to Newton's second law 
dv/dt = Co. 

Actually the system (26) is more general than 
needed for our later purposes. Thus in what follows 
we reduce ourselves to a more particular situation. 
We shall, in fact, assume first that the coefficients 
D+, D_, etc., depend only on time; secondly, that 
the velocities c and C and in consequence v and u are 
irrotational; and, finally, that the external force may 
be obtained from a potential V. With these assump-

tions, we can write Eqs. (26) in the form 

~: + Y[tv2 
- D_V • v - tAu2 

- AD+V .u] + ... = -vv, 
au - + Y[v. u + D+V • v - D_V • u] + ... = O. (27) at 
This is the system that we use as our basis throughout 
the remainder of the paper. 

III. THE SCHR6DINGER EQUATION 

We will now attempt to show the physical meaning 
of Eqs. (27) in more usual terms by deriving a 
Schrodinger equation from them. An alternative and 
complementary way of tackling the problem appears 
in the next section. 

Equations (27) are a system of coupled nonlinear 
differential equations. However, for several important 
cases a first integral may be written which uncouples 
and linearizes them; the conditions for this case are 
given later on. Starting from the postulated irrota­
tional character of v and u, we may write 

v = 2DoVS, 

u = 2DoVR. 

(28a) 

(28b) 

Here R = R(x, t) and S = Sex, t) are dimension­
less real functions of x and t and Do is a constant 
which may be specified by writing 

D+ = Do'YJ+, 

D_ = Do'YJ-, (29) 

where 'YJ+ and 'YJ- are real dimensionless functions of 
time. When D+ does not depend on time, it is clear 
that we may take 'YJ+ = 1, i.e., D+ = Do. 

In this and the next sections we restrict ourselves 
to a special case of Eqs. (27), namely, that which is 
obtained by putting all the coefficients of the terms of 
order> 2 in the series (12) equal to zero, i.e., by 
assuming that, for !1t --+ 0, only the first and second 
moments become proportional to !1t. This point will 
be commented on in later sections. 

With these restrictions we introduce (28) into (27) 
and integrate to obtain 

2Do ~: = - V + 2D~['YJ_y2S - (VS)2 

+ A'YJ+Y~ + A(VR)2], (30a) 

2Do ~~ = 2D~['YJ_y2R - 2VR· VS - 'YJ+V2S], (30b) 

where the "constants" of integration (which may 
depend on time) are taken as zero, since they may be 
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absorbed into Rand S. Introduce now a complex 
function"" given by1 

"" = exp (R + is). (31) 

Then we can write, from Eqs. (30) and (31), 

2'D _1
0"" 

Z ""-o ot 
= 2Do(i oR _ OS) 

ot ot 
= 2D~[ - i(1)+ - i1)_)\72S + (VS)2 - 2iVR • VS 

- (A1)+ - i1)_)y2R - A(VR)2] + V. 

From (31) it follows that 

""-1y2",, = y2R + (VR)2 - (VS)2 

+ i[y2S + 2VR. VS], 

which may be used to eliminate, say, (V S)2 from the 
previous result. We obtain 

2iDo ~~ = -2D~V~"" + V"" 
- 2D~(1)+ - 1 - i1)_)""V2In "" 
- 2D~(A - 1)[(VR)2 + 1)+V2R]"", 

where y 21n "" = v2R + iY2S. We can now make use 
of (31) and its complex conjugate (c.c.) to write the 
derivatives of R in terms of"" and ",,* as follows: 

(VR? + 1)+V 2R = H""-1V",, + ""*-1V,,,,*)2 

+ !1)+ V • ( ",,-1V "" + ""*-1V,,,,*) 

= (2D~r1(!u2 + D+V. u), 

where u is to be taken as depending on "" and ",,*. 
The result is 

0"" 2 2 
2iDo at = - 2DoV "" + (V + Vo + Vu)"", (32) 

with 

implies A = 1. With these values of D+, D_, ,and A, 
Eq. (32) reduces to SchrOdinger's equation in its usual 
form: 

. 0"" 2 2"2 V 2zDo - = - Dov "" + "", ot 
where V is the potential associated with the external 
force fo. 

lt may be useful to state explicitly what we are 
implying from the standpoint of the present theory 
when we write Schrodinger's equation in its usual 
form. We have just seen that in this case, we need 
D+ = Do = const (and moreover = Ii/2m), D_ = 0, 
i.e., D = jj and A = 1. Under these conditions we 
know that in the Newtonian limit when D = Do - 0 
(i.e., Ii - 0 or m - 00 but with mVfinite) the particle 
undergoes a classical motion; for D¥:O the motion 
of the particle does not follow Newton's Laws any 
more due to its stochastic nature, but is governed 
by the more general equations 

ov'+ !Vv2 = -v[v - iu2 
- ~ V· uJ, ot 2m 

(34a) 

OU + v[v . u + ~ V • v] = 0, ot 2m 
(34b) 

or, what is equivalent but simpler from the mathemat­
ical point of view, by the usual SchrOdinger equation. 
A short digression seems justified here in order to 
clear up certain points. If, following some authors,s.9 
we look at Eq. (34a) from a Newtonian point of view 
taking v as the particle's velocity, we could say that 
the motion arises from two effective forces, the first 
due to the external potential fo = - V V and the 
second being 

as = ~8U = v[ tu2 + 2: V . u]. 
Vo = -2D~(1)+ - 1 - i1)_)\721n "", 

Vu = -(A - 1)(!u2 + D+V • u). 
which may be associated with the "potential" 1>B 

(33) given by 

Equation (32) and its complex conjugate are a 
first integral of the fundamental system of stochastic 
equations (27) expressed in terms of the function "" 
and coincide in fact with Schrodinger's equation and 
its c.c. for a potential (p.u.m.) VT = V + Vo + Vu. 
This equation and its c.c. are coupled through Vu 
and are nonlinear due to both Vo and Vu. Thus, to 
get a linear theory, we must require that Vo = V u = 0, 
which, at the same time, uncouples Schrodinger's 
equation from its complex conjugate. From (29) and 
(33) we see that the condition Vo = 0 implies that 
1)+ = I and 1)- = 0, and hence that D+ = Do = 
const and D_ = 0; also, the condition Vu = 0 

= - (2:r[V;p - HV;)} (34c) 

where p = exp 2R = ""*",,. 1>B is just the "quantum­
mechanical potential" 8 or Bohm's potential9 and 
appears in Eq. (30a) added to V to give what was 
considered "an effective potential." S This point of 
view does not seem very convincing from the stand­
point of the present theory, for firstly, the particle's 

8 D. Bohm, Phys. Rev. 85, 166 (1952). 
• R. J. Harvey, Phys. Rev. 152, 1115 (1966). 
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velocity is not v but c = v + u and, secondly, it is 
possible to demonstrate (cf. Sec. IV) that in fact 
c/>B measures, in the average, the contribution of the 
stochastic velocity u to the total average kinetic energy. 
Furthermore, from (24) it follows that the total mean 
force is given in this case by f = fo + 2a., i.e., the 
mean force generated by the interaction of the particle 
with the vacuum is given by 2a. and not by as, while 
c/>B is associated with the latter. Hence, if we want to 
show explicitly the effective forces acting on the 
particle, we must rewrite Eqs. (34a) and (34b) in the 
following more symmetrical form: 

av + V[!(v2 + u2) + DV. u] = -V(V + 2c/>B)' at 
au + V[v. u + DV. v] = o. at 

It should be stressed that the theory developed up 
to this point does not give the value of D nor of the 
higher-order coefficients. For this we need a deeper 
understanding of the nature of the interaction between 
the quantum particle and the vacuum. The present 
theory is based only on the assumption that such an 
interaction exists and has a stochastic character. 
Thus, that D is a constant such that D = jj and has 
the value Ii/2m must be understood, presently, as an 
empirical result. An interesting attempt to understand 
theoretically this value has been given recently by 
de Broglie. lo 

IV. THE CONTINUITY AND ENERGY 
EQUATIONS. BROWNIAN MOTION 

As mentioned, Eqs. (27) or rather their first integral 
equations (30), may be interpreted from the point of 
view of habitual stochastic theory by deriving from 
them a relation of the Fokker-Planck6 •7 type. For this 
purpose, let us rewrite (30) as 

2Do ~~ = - V + DofJ_V, v - !v2 

(35a) 

aR 
2Do at = DofJ_V • u - v· u - DofJ+V • v. (35b) 

The probability density p needed for our purpose is 
defined as before: 

(36) 

With this definition, usual in quantum mechanics, 
(28b) gives 

Vp 
u = V(Do In p) = Do - . (37) 

p 

10 L. de Broglie, C. R. Acad. Sci. 264B, 1041 (1967). 

This is just the formula found by Einstein for the 
osmotic velocity in his elementary theory of Brownian 
motion.ll Using (37), (35b) becomes 

ap 2 at + v ·vp - DofJ_V P 

= -p[ DOfJ-(V;f + (fJ+ - l)V. v} (38) 

In the previous section we showed that ordinary 
quantum mechanics corresponds to setting fJ+ = 1, 
fJ- = O. With these values, (38) reduces to the well­
known continuity equation 

ap at + V. vp = O. 

Here, as is to be expected, Eqs. (28) and (31) show that 

vp = -iDo[tp*Vtp - tpVtp*]. 

We may therefore reasonably consider (38) as the 
continuity equation for p, whatever the value of 
fJ±(t); this justifies the identification of p with the 
probability density for the ensemble underlying the 
theory. This ensemble may be defined as formed of 
all particles for which the mean value (in the restricted 
sense defined above) of the velocity and the energy 
(whose determination is discussed below) is the same. 
Equation (38) shows that any deviation of fJ+ and fJ­
(and hence of D+ and D_) from their usual quantum­
mechanical values implies the presence of sources for 
p which depend on p itseif. It is possible to rewrite Eq. 
(38) in a slightly different form which corresponds 
more closely to that encountered in the theory of 
stochastic processes. For this purpose, let us introduce 
the relation v = c - u and use (37) once more to get, 
after minor rearran~ments, 

ap 2 - + V ·cp - DV p at 
= -(fJ - l)P[ V • c + Do(V;)] 

- 2fJ_p [ tV. c - DoV • V:} (39) 

where fJ = D/ Do and D = D+ - D_, from (13). 
As before, for D+ = Do, D_ = 0, Eq. (39) becomes 
linear and source-free: 

ap at = -V· cp + DV
2
p. (40) 

Equation (40) is the Fokker-Planck equation of our 
problem in configuration space or, better, it is a 

11 A. Einstein, The Theory of the Brownian Movement, R. FUrth 
Ed. (Dover Publications, Inc., New York, 1956). ' 
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particular case of a generalized Fokker-Planck­
Kolmogorov equation of the type discussed by 
Pawula,5 with e and D proportional to the first and 
second moments of the distribution in ~x, respec­
tively, and the ratio of all other moments to fl.t 
vanishing in the limit fl.t -+ O. From it, we see that D 
plays the role of the diffusion coefficient. It is now 
clear that truncating the Taylor series, as was done 
above, is equivalent to stating a priori that all moments 
of order greater than two are of order (fl.tl with 
k > I, so that in the limit fl.t -+ 0 the ratio of these 
moments to fl.t vanish. This would appear to mean 
that the process is Markoffian, since for this type the 
higher coefficients do, indeed, vanish. It seems to us 
that this is a strong assumption that certainly requires 
experimental confirmation before being accepted. 

Equation (40) corresponds simultaneously to ordi­
nary quantum mechanics (it is an equivalent form of 
the continuity equation) and to the theory of Markoff 
processes in configuration space. From this point of 
view we have demonstrated that the usual quantum 
mechanics corresponds to a Markoff process.12 Had 
we conserved higher terms in (27), Eq. (40) would 
become an equation with higher derivatives and the 
process would cease to be Markoffian; in this case, 
Schrodinger's equation would also contain higher 
derivatives, which, in turn, would imply a generaliza­
tion of quantum mechanics to processes with 
"memory." Some qualitative comments about these 
questions are dealt with in next section. 

If we are interested only in the asymptotic solu­
tions of Eq. (40) for t -+ 00, we can greatly simplify 
things and recover the well-known Smoluchowski 
equation.6 To see this, let us proceed first along the 
usual lines in the elementary theory of Brownian 
motion. Suppose that the particle moves in a medium 
which exerts on it a viscous force -m{3e and a 
stochastic force of molecular origin A(t), with A(t) 
varying much more rapidly than e. Then we may write 
the Langevin equation for the particle6•7 : 

de 
m dt + m{3c = K + A(t), 

where K is the external force. In the case flt » 1 the 
acceleration is so small that we can pass with enough 
accuracy to the static limit dc/dt = 0, which means 
that we can write instead of c in Eq. (40) its approxi­
mate value Kjm{3, because in the small time interval 
fl.t, c and K may be considered constant, but 

E{A(t)} = O. 

12 For a direct demonstration, see L. de la Pei'ia-Auerbach and 
A. M. Cetto, University of Mexico preprint (to be published). 

Making use of this, Eq. (40) reduces to 

ap V K 2 - = - . - p + DV p, at m{3 

which is precisely Smoluchowski's equation. Let us 
now look at this approximation in terms of our 
previous language, avoiding the use of Langevin's 
equation. The approximation consists in assuming 
that the total acceleration a is negligible, or, according 
to (18) and (24), that 

fo + (I + J.)a. = O. (41) 

However, since fo and as are linearly independent and 
as is not zero, (41) can be satisfied only if fo = 0 and 
J. = -1 simultaneously. Furthermore, since both 
forces K and -m{3c act on the particle, we have 
mfo = K - m{3c. In oth~r words, the static approxi­
mation is achieved by setting 

c = Kfmfl 
and 

(42) 

Thus we see that for {3t» 1, Eq. (40) goes into 
Smoluchowski's equation. But we have also learned 
that for the Einstein-Smoluchowski treatment of 
Brownian motion we must set J. = -I, a value of A. 
which is different from its quantum-mechanical 
value; this implies that V u in the Schrodinger equa­
tion for this problem is different from zero. In fact, 
for the free Brownian particle D+ = D is a constant 
which we can put equal to Do and D _ = 0 and hence 
Eq. (32) takes the form 

2iDo ~~ = _2D2V
2

1p + 2[tu2 + DV. u]1p. (43) 

Equation (43), i.e., the SchrMinger equation for 
free Brownian motion in the Smoluchowski approxi­
mation, is nonlinear and, in general, more difficult to 
solve than the corresponding linear Smoluchowski 
(diffusion) equation. We see that, from this point 
of view, the free Brownian particle moves under the 
action of the "potential" V u proportional to CPB' The 
different values that the parameter J. takes in the two 
cases we have discussed, the quantum-mechanical one 
and the free Brownian motion in the Einstein­
Smoluchowski approximation, point up the essenti­
ally different nature of the particle's interaction with 
its surroundings in the two cases, this interaction 
being frictionless in the first but dissipative in the 
second problem. 

Let us now consider Eq. (35a). First note that if p 
vanishes at infinity, then the average of V • u may be 
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written 

Di'V . U)av = D~f pV • V; dx 

= -D~f p(V;J dx = -(u
2
)av. (44) 

Introduce now Eq. (44) into the average of (3Sa): 

\
1 -2Do as\1 = (tv2 + lu2 + V + 1(A - 1)u2 

at av 

+ A(1J+ - 1)u2 
- Do1J_V • V)av' (45) 

This result may be interpreted as the energy law for 
our stochastic problem. In the quantum-mechanical 
case it reduces to 

1 Ii as\ (1 2 1 2 U) 
\ - -I =~mV+2mu+ av, 

at av 

which expresses that the average total energy is given 
by (-Ii(aS/at»av and equals the sum of the average 
kinetic energy tm(v2 + u2)av and the average potential 
energy (U)av = (m V)av' We see that the two veloci­
ties v and u contribute on an equal footing to the 
kinetic energy of the motion and that the kinetic 
energy of the stochastic velocity, tm(u2)av, comes 
directly from the u-terms in (3Sa), i.e., from Bohm's 
"potential"3 [cf. Eq. (34c)]: 

(m1>B)av = -mDo(V • u)av - !m(u2)av 

= lm(u2)av, 

where we have used once more Eq. (44). As we have 
seen, the average total energy is given by 

1 as\ 
€ = \-2Dom -I . 

at av 
(46) 

Defining the expectation value (~) of an operator ~ by 

(~) = f 1p*~1p dx, 

as is usual in quantum mechanics, we get immedi­
ately that the expectation value of the operator 

(48) we get that 

< - 2iDoV) = (v)av = (c)av 

and, therefore, that the momentum operator p, such 
that (p) = (mc)av, is given by 

p = -2iDomV. (49) 

It should be noted that Eqs. (47) and (49) generalize 
the concept of energy and momentum operators to 
stochastic processes of the type discussed in this 
section. Clearly, for the quantum-mechanical case 
when Do = Ii/2m, they reduce to their usual values 
~ = ili(a/at) and p = -iIiV. As is well known, the 
uncertainty relations for (p, x) and (t,~) follow 
immediately from the above results and are thus a 
consequence and in some sense also a measure of the 
stochastic properties of the ensemble. For example, 
if we introduce the velocity operator c = plm, 'such 
that (c) = (c)av and (c2 ) = (v2 + u2)av' then we have 
when D = Do, 

«fj,Xi)2)«fj,ci)2) ~ D~ = ![lim 1.. E{(l5xt)2}]
2 

4 at-+O fj,t 
where 

and 
I5xi = xi(t + fj,t) - Xi(t). 

We see that the dispersion of an individual particle, 
owing to its interaction with the vacuum, sets a lower 
limit to the product of the fluctuations of Xi and Ci 

in the ensemble. 

V. COMMENTS ON THE POSSIBLE 
HIGHER-ORDER EFFECTS 

For the study of some possible effects of the higher­
order terms and for simplicity in the writing, we 
introduce the following conventions. Firstly, all the 
quantities written before to second order will carry 
here the superscript 0; secondly, the higher-order 
terms will be written in shorthand notation as follows: 

'" Fiik'" a.a.a ... - F a(n) £., n t3k -·n , (SOa) 
ilk" . 

" 2'D a € = I om-
at 

where F~k' .. is the ijk' .. -component of the coefficient 
(47) of order n in the Taylor series (6), for n > 2. Also we 

write 
is equal to the average energy €; therefore we can call 
~ the energy operator. In an entirely similar way, it is 
possible to introduce the momentum operator.2•3 To 
see this, first note that from (36) and (37) it follows, 
as it must be, that 

(u) = (u)av = o. (48) 

(Xl 

"1, Fno<n) = Fnon. (SOb) 
n=3 

With these conventions, Eqs. (8) take the form 

1> = 1>0 + Fna n
, 

1) = 1)0 + Fnan. (51) 

Now, from the gradient ofEq. (31) and Eqs. (28) and Then, extending the notation of Eq. (13) to the 
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higher-order terms, we write 

+ - ) Fn=!{Fn+Fn, 

F-;; = !(F~n - F n), 

and hence from (11) we get 

:Dc = :D~ - F-;.an, 

(52) 

:Ds = ~~ + Ftan. (53) 

Introduce now these operators into the fundamental 
equations (17) and from them, using the method of 
Sec. III assuming that F;: do not depend on the co­
ordinates, obtain the corresponding Schrodinger 
equation. The result, for D+ = D, D_ = 0, A. = + 1, 
is 

2iD a1p = _2D2"V21p + V1p + Vs1p, (54) at 
where Vs is given by 

00 00 

Vs = -2D L Fcna(n) In 1p == L V~), (55) 
n=3 n=3 

with 
(56) 

Equation (54) is the form Schrodinger's equation 
takes when we eliminate the assumption made in Secs. 
II and IV, namely, that all Fn are zero, i.e., when we 
no longer assume that the stochastic interaction of the 
particle with its surroundings is Markoffian, but 
corresponds to a more general process with some 
"memory." We see that the nonvanishing higher­
order terms give rise to a "potential" Vs, which 
depends on both velocities v and u and their deriva­
tives through the derivatives of In 1p = R + is. The 
question whether the coefficients Fn are zero (as was 
assumed in Sees. III and IV) or different from zero 
(as we here assume) remains open as long as we do not 
have a theory of the interaction between the particle 
and the surrounding medium; this lack of information 
makes it impossible at the time being to get quantita­
tive conclusions from Eq. (54), because it involves 
V s' i.e., depends on the still unknown parameters F;: . 
Nevertheless, it seems interesting to investigate a 
little further some qualitative implications of Eq. 
(54) for simple cases, at least to see if the introduction 
of the coefficients Fn may make any sense. 

Restricting ourselves to this scope, let us treat Vs 
as a smaIl perturbation and study what is almost the 
simplest problem we can handle: the corrections to the 
energy levels of a stationary system to first order in 
perturbation theory, assuming that F3± are zero 
(because of isotropy) and F4 is zero, but Ftiikl = 
F4()i/')kl with F4 a constant (in analogy with D/j) and 
that all the remaining coefficients F:/: may be neglected 

in a first-order calculation. Then we can write V s = V4 

or 
(57) 

The correlation ()E to the energy levels of a station­
ary system to first-order in perturbation theory due 
to Vs as given by Eq. (57) may be obtained by a 
straightforward but a little lengthy calculation. The 
result may be written as follows: 

bE = (Vs) = -2D-IF4("V 2V) 
m 

+ D-3F4«tmu2 + mV - E)2). (58) 

Since this bE is not identically zero for F4 ¢ 0, the 
conclusion is that we may expect a small shift of 
the energy levels of a stationary system if some of the 
higher-order coefficients do not vanish. Clearly, if in 
fact this bE corresponds to a real effect, it must be very 
small, because we know that the Schrodinger equation, 
which corresponds to putting Fn = 0, is an excellent 
approximation for nonrelativistic spinless systems. 
That this correction is indeed small can be seen from 
the following argument. It is well known that the 
radiative corrections in quantum electrodynamics 
give rise to a term proportional to ("V 2V), which is 
responsible for the most important contribution to 
the Lamb shift,13 Suppose one could identify the 
corresponding term in Eq. (58) as a contribution to 
the Lamb shift; then, F4 must be at most of order 

(59) 

where IX is the fine-structure constant, c the velocity 
oflight, and .I.e the Compton wave-length. If F4 exceeds 
this value, then we would be predicting a correction 
which does not exist. Nevertheless, the result is 
encouraging, since it shows that further developments 
of the theory may yield interesting results.14 This will 
be particularly so for its extension to relativistic 
particles with spin, because our arguments, while 
suggestive, cannot be made conclusive until either a 
value is found for F4 from first principles or at least a 
relation is established between the prediction for bE 
and that for some other effect, e.g., the anomalous 
magnetic moment. Work on this extension is being 
carried out at present. 

VI. CONCLUSIONS 

We have reformulated the theory of stochastic 
processes as a generalization of Newtonian mechanics 

IS J. M. Jauch and F. Rohrlich, The Theory of Photons and 
Electrons (Addison-Wesley Publ. Co., Reading, Mass., 1955). 

14 It is worth noting that there exist semi-classical explanations of 
the Lamb shift for nonrelativistic electrons, thus showing that it is 
not wholly a relativistic effect. For example, T. A. Welton, Phys. 
Rev. 74, 1157 (1948). 
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and shown that Schrodinger's equation emerges from 
this theory as a particular case, which, incidentally, 
is the simplest possible from a certain mathematical 
point of view. If together with the amplitude tp 
previously introduced for mathematical reasons we 
introduce the quantity p = tp*tp. then the theory 
produces a Fokker-Planck equation in configuration 
space for p, showing that p must be interpreted as a 
probability density and hence tp as a probability 
amplitude. The Fokker-Planck equation may be 
written alternatively in the form of the usual continuity 
equation of quantum mechanics, thus identifying p 
with the probability density of quantum mechanics. 
Furthermore, the usual quantum-mechanical operators 
and commutation relations emerge from the theory in 
a simple and direct way, as a consequence of the 
stochastic nature of the motion. In this way we have 
demonstrated that it is possible, at least in principle, 
to reinterpret ordinary nonrelativistic quantum me­
chanics as a stochastic process characterized by 
certain values of the parameters of the general theory, 
some of these values differing from those needed to 
describe Brownian motion. We interpret this differ­
ence in the parameters as a manifestation of the 
different mechanisms responsible for the interaction 
between the particle and the medium through which 
it moves. 

With the methods here developed we have, in 
principle, three ways to deal with stochastic and 
quantum problems: starting from the ba~ic equations 
given in Sec. II, which represents the Newtonian 
approach, so to speak; writing a Schrodinger equa­
tion for the problem; or, finally, starting with the 
corresponding Fokker-Planck and energy equations 
given in Sec. IV, a method which may be compared 
with hydrodynamics. In practice, however, the 
mathematical structure of the equations seems to 
indicate that in every case the methods usually 
employed are the most appropriate, even though the 

theory gives a SchrOdinger equation for Brownian 
problems and a Fokker-Planck equation for quantum­
mechanical problems. 

From the standpoint of the results here presented 
usual quantum mechanics corresponds to a Markoff 
process with all the moments of order higher than 
two vanishing in the limit M -+ 0 more strongly than 
t::.t. If we consider this only as an approximation 
and retain the remaining moments in the equations, 
then the higher-order moments introduce more terms 
in the Schrodinger equation, giving rise to a perturbing 
potential; in other words, memory terms appear in 
the equations, the process ceasing to be Markoffian. 
These non-Markoffian terms may produce in the 
general case a shift of the energy levels; as an example, 
the fourth-order moment introduces a correction to 
the energy levels of the hydrogen-like atom, which 
has just the form of the dominating correction 
responsible for the Lamb shift in quantum electro­
dynamics. The calculation of the perturbation due 
to the additional terms is only qualitative at present 
because we lack a theory capable of predicting the 
value of the moments, but we may expect that a 
more thorough study of the problem may be of value 
to get a definitive conclusion about these questions. 

The interest of the theory seems to be twofold. 
On the one hand, it allows us to reinterpret quantum 
mechanics from a different, clear, and simple physical 
point of view. On the other hand, we expect the 
theory to yield useful results in going beyond the 
domain of present-day quantum mechanics. Work 
along these lines is being carried out and will be 
reported on in due course. 
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Potentials for Three-Body Systems 
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Simple expressions for the Coulomb, Gaussian, and harmonic-oscillator potentials acting between 
pairs of particles in a three-body system are developed. Each expression consists of an expansion in the 
S-wave generalized angular-momentum eigenfunctions for three particles. 

I. INTRODUCTION 

The quantum mechanics of three-body systems 
has received a great deal of attention recently by a 
number of investigators.1- 6 These investigations have 
been concerned with the kinematic representations 
of three particles, as well as with applications to 
specific problems. Several different coordinate systems 
have been proposed, but that originally suggested by 
Smith2 is particularly well adapted to the treatment of 
some systems. It is the purpose of this paper to 
present expressions of particularly simple form for 
the Coulomb, Gaussian, and harmonic-oscillator 
potentials in terms of Smith's coordinates. 

All coordinate systems which have been suggested 
so far separate the motion of the center of mass 
(three independent coordinates) from the relative 
motion ot: the particles (six independent coordinates). 
The latter are represented by the two vectors ;1 and 
;2 illustrated in Fig. 1. They are related to the position 
vectors rl , r2, ra in the "space-fixed" system by the 
relationsl 

;1 = (lJd)(r2 
- rl), (1) 

;2 = d(ra _ mlrl + m2r2) , (2) 
ml + m2 

where 
d2 = ma ( ml + m2 ) 

# ml + m2 + ma 

and # is the reduced mass 

(3) 

#2 = mlm2ma (4) 
ml + m2 + ma 

The relative motion consists of the motion of three 
particles within the "body-fixed" axes and the 
rotation of the latter with respect to "space-fixed" 
axes. Such a rotation is conveniently expressed by the 
Euler angles ex, p, y, which are also illustrated in the 
figure. It is immediately obvious that velocity-inde-

1 F. T. Smith, Phys. Rev. 110, 1058 (1960). 
• F. T. Smith, J. Math. Phys. 3, 735 (1962). 
• R. C. Whitten and F. T. Smith, J. Math. Phys. 9, 1103 (1968). 
t W. Zickendraht, Ann. Phys. (N.Y.) 35, 18 (1965). 
5 A. J. Dragt, J. Math. Phys. 6, 533 (1965). 
• A. K. Bhatia and A. Temkin, Rev. Mod. Phys. 36,1050 (1964). 

pendent central potentials are not functions of the 
Euler angles. The coordinates in the body-fixed 

system, ~l and ~2, are expressed in terms of a hyper­
radius p and two "kinematic" angles 0 and <I> by the 
relations2 

!~ = p cos 0 cos <1>, 

!~ = -p sin 0 sin <1>, 

!~ = 0, 

!~ = p cos 0 sin <1>, 

!: = p sin 0 cos <1>, 

!: = 0, 
r = [1;112 + 1;212]!, 

(5) 

in which the subscripts 1, 2, and 3 refer to the "x," 
"y," and "z" components, respectively. The coordi­

nates ~1, ~2 are first transformed to the irreducible or 
spherical representation in which 

~~l = (2)-!(T~i - i~i), 
~~ = ~:. (6) 

The irreducible form of the ~1, ~2 is then transformed 
to the equivalent representation in the space-fixed 
system ;1, ;2 by the relation 

~; = L €:DMex{3y), (7) 
k=::O,±l 

in which the D1 is the three-dimensional representa­
tion of the rotation group 0(3). The definition of the 
D! given by Edmonds7 is used throughout this paper. 

II. THE SCHR6DINGER EQUATION AND THE 
GENERALIZED ANGULAR-MOMENTUM 

OPERATOR 

In this section we digress slightly from the main 
theme in order to build a rationale for our treatment 
of the potentials. The Schrodinger equation for three 
particles in the center-of-mass system1 can be written 
as 

(8) 

7 A. R. Edmonds, Angular Momentum in Quantum Mechanics 
(Princeton University Press, Princeton, N.J., 1957). 
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FIG. J. The coordinate system for three particles; x, y, z represent the space-fixed axes; XIII, ylll, Zlll represent the body-fixed system. The 
Euler angles of the principal are represented by IX, p, y. 

where E is the energy and V is the potential energy 
operator. This form of the equation is not a conven­
ient one for most purposes, so we recast it to 

[.!. i (l.!) - A2 + 2ft (E - V)Jtp = 0, (9) 
p5 0p op p2 /i2 

where A2 is the generalized angular-momentum 
(GAM) scalar operatorS 

A 2 = _1_ ~ sin 40 ~ 
sin 4000 00 

+ _1_(~ + ~ -Lsin20) 
cos2 20 0<1>2 ol o<l>oy 

__ 2_(L2 +.E:..) + 2 cos 20 (L2 + 13_). 
sin2 20 oy2 sin2 20 +1 1 

(10) 

Here, P is the orbital angular-momentum operator 
with eigenvalues /(l + 1) (l integer ~ 0) and L+1 
and L_1 are the familiar ladder operators of orbital 
angular momentum. A2 has the eigenvalues A.(A. + 4), 
where A. = 0,2,4,6'" or 1, 3, 5···. In addition to 

8 Ai is a Casimir operator for the group SU(4). See Refs. 3 and 5. 

A2, we also have the commuting observable 

02 

t = - 0<1>2' (11) 

whose eigenvalues are4 

( 

••• ±A., 

(J = 0, ±2, ±4 ... ±(A. _ 2), 

or 

( 

••• ±A., 

(J = ±1, ±3, ±5 ... ±(A. _ 2), 

if A. is even 

and L is even, 

if A. is even 

and L is odd, 

if A. is odd 

and L is odd, 

if A. is odd 

and L is even. 

Finally, there is a second Casimir operator2.3 La 
which need not concern us here. The observables 
E, A2, Lt La, L2, and 

(}2 
Lo = - OCl.2 (12) 

cDmpletely specify the system. In the particularly 
simple case where Ptp = ° (S states), the GAM 
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equation 
(13) 

takes the form 

[
_1_1.- sin 401.-
sin 4000 00 

- 20'2 _ A(A + 4)J1fJ = O. (14) 
(1 + cos 40) 

Its solutions are the diagonal elements of the (1A. + 1)­
dimensional representation of SU(2): 

h 
1fJ = ~iaii4cD, 40, 0), (15) 

where A and 0' must, of course, be even; script type is 
used to denote kinematic rotations, italic type to 
denote spatial rotations. It can be shown4 that the 
appropriate interval of integration with respect to 0 
is 0 to 1T/4, and with respect to cD is 0 to 1T/2 so that 
4cD, 40 are appropriate arguments for all the eigen­
functions of A2. Hence, we seek to expand the 
potential V in a series of functions which are orthog­
onal on this interval. In particular, we shall see that 
the functions of the expansion contain GAM S-state 
functions. 

III. THE POTENTIAL EXPANSIONS 

If the interactions are central two-body forces, one 
can always write the potential operator as 

V = V(lr3 - r21, Ir3 - rll, Ir2 - rll). (16) 

In particular, the Coulomb potential between a 
particle i of charge e and another j of charge eZ is 

V;; = e2Z/lri - ril. (17) 

From Eqs. (1) and (2) we can express the position 
vectors r; - ri in terms of ~/ as 

r2 - rl = d;\ (18) 

r3 _ rl = .![;2 + m2
d2 ;IJ, (19) 

d m1 + m2 

r3 _ r2 = .![;2 _ ml
d2 ;IJ. (20) 

d m1 + m2 

The corresponding distances become4 

Iri - rll = pek[1 + cos 20 cos 2(cD + c'lk)]t, 

i, j, k cyclic, (21) 

if k = 1, 

. 2c'l 2m3 if k = 1, sm k = 2 ' 
d (m2 + ma) 

- 2ma 
if k = 2, = 

d2(ml + ma)' 

= 0, if k = 3. (23) 

We now wish to find an expansion of 

[1 + cos 20 cos 2(cD + c'lk)]-!' 

It is immediately apparent that this expression can be 
recast as 

[1 + 1 cos 20(e2i(<l>Hk) + e-2i(<l>+~k))r! 
= [1 + i~t!(4cD + 4c'lk' 40, 0) 

+ i~!!_!(4cD + 4c'lk' 40, O)]-!, (24) 

which still does not help us very much. However, 
with the aid of the binomial theorem, we obtain the 
following series (where the arguments are omitted 
from the ~'s): 

[ ! ! ]-t 
1 + l~H + t~-!-! 

= I (-t) (_21)V i (V)~t::=::.!(V_/l)~~t.,_h' (25) 
v=o v /l=0 # 

The group properties of the ~'s can be invoked to 
obtain a great simplification. Upon expansion in the 
appropriate Clebsch-Gordan series, 7 the terms on 
the right-hand side of Eq. (25) are expressed as 

(
V) !(v-/l) !/l 
# ~!(v-/l).!(v-/l)~-h,-h 

_ (V) ~ (C!(v-/l),h,lr )2~!r 
- Il £.. !(v-/l)J/l,h~/l lv-/l,lv-/l 

r r=lv-2/l1 

-1 (r + l)v! ~lr 
- r (l(v - r»! (l(v + r + I»! lv-/l,lv-/l' (26) 

where we have used the relation7 

.!(v-/l),h,lr _ [ (r + 1)('11 + r)! #! J 
C!cv-/l),-h.!v-/l - (i(v - r)! (l(v + r) + I)! 

(27) 

for the Clebsch-Gordan coefficients. Hence, the 
expansion of expression (26) becomes 

00 

I I(r + 1) 
v=Or,u 

r(v + t)( -tt ~h (28) 
X r(t)(l(v _ r»! (tcv + r) + I)! lv-/l'lv-/l' 

where r and v have the same parity because of the 
if k = 2, (22) properties of the ~'s. Replacing tv - # by # and 

redefining the dummy index v such that .'11 -- v + r, 
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we obtain 

! I (r + 1) r(2v + r + !) (_!)2.+r~t:!1' . 
.=0,. ... , r(!)v! (v + r + I)! 

(29) 

We now employ the duplication theorem for gamma 
functions9 

( 
2r + 1) ( 2r + 3) 22

.+
r 

r(2v + r + !) = r v + -4- r v + -4- (27T)! 

(30) 

and interchange the order of summation over v and r. 
This is permissible if the series is absolutely con-

vergentlO when summed over v or r for l~t:tl'l < 1. 
Such may be shown to be the case. Carrying out the 
summation over v yields 

! r(v + 1(2r + l))r(v + 1(2r + 3» 
.=0 v! (v + r + I)! 

r(1(2r + l))r(i·(2r + 3» 
= 

r(r + 2) 

F [
2r + 1 2r + 3. + 2' IJ x 2 1 , , r , 

4 4 

r(H2r + 1»r(l(2r + 3» 
= 

r(1(2r + 5»r(t(2r + 7» 

16 = , 
(2r + 1)(2r + 3) 

(31) 

where 2Fl is a hypergeometric function. Hence, we 
can express the expansion as 

V?=~! (r+l)(-1)r ±~!r, (32) 
., p(27T)! r=O (2r + 1)(2r + 3) I'=-r h!1' 

which is our final very simple result. It will be recalled 

that the ~t:!1' are S state eigenfunctions of the GAM 
operator. 

It is immediately obvious that the technique out­
lined in this section can be applied to potentials other 
than the Coulomb. For example, the Gaussian 
potential 

• See. e.g., M. Abramowitz and I. A. Stegun, Handbook of 
Mathematical Functions, National Bureau of Standards Applied 
Mathematics Series (55) (U.S. Government Printing Office, 
Washington, D.C., 1964), p. 256. 

10 See, e.g., E. T. Whittaker and G. N. Watson, A Course of 
Modern Analysis (Cambridge University Press. Cambridge. England. 
1927), p. 28. 

has the expansion 

G 2 exp ( - KC~p2) 
VH = a 2 k 

KckP 

X I( -1)'"(r + I)Ir+1(Kc~p2) I ~t:h (34) 
r=O I' 

[Ir+l(x) is the modified Bessel function], and the 
harmonic-oscillator potential 

H iii 12 () Vii = lWij(r - ro - r + ro) , 35 

where r~ and r~ are the equilibrium positions of par­
ticles i and j, has the expansion 

vff = ~,i p2(ck )2[1 + 1~t!(4(<I> + 15k ), 48, 0) 

+ i~!!_!(4(<I> + <5k ), 48, 0)], 

p2 = 1;1 _ ~12 + 1;2 _ ~12. (36) 

IV. APPLICATION 

As an application of the Coulomb-potential 
expansion given above, let us consider the case where 
the S-state eigenfunction of the system is written as 

1p = I a:R;.(p)~t!..(4<1>, 48, 0). (37) 
;'a 

The quantities which must be derived in this case are 

the scalar products (~t::!a" v~t:!J For example, 
in the case of the helium atom or the negative ion of 
hydrogen, 

( h' h ) 
~!a'a!" V~!ala 
= ~ e2 to?;') (-1Y[2J2 Z cos (!CO' - 0")7T) - 1] 

p(2)! r=1-17-;.1 (2r + 1)(2r + 3) 

( h.h'.!r )2 (38) 
X C!a.-ta'.!<.r-a') , 

where Z is the atomic number. Substitution of Eq. 
(37) into the Schrodinger equation (9) and application 
of Eq. (38) yields a set of coupled hyperradial equa­
tions whose solutions (with boundary conditions 
applied) suggest hydrogenic type functions 

R;.(x) = e-!XX;'L~.H4(X), (39) 

where n is an integer. Use of the orthogonality 
properties of R;. and proper symmetrization of the 
wavefunctions will yield a coupled set of algebraic 
equations (infinite in number) which can be solved on 
a computer by suitably truncating the series (37). 
Similar programs can be carried out for other poten­
tials which are expandable in the above manner. 
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The derivation of the explicit algebraic expressions of the SU(n) state vectors in the boson-operator 
realization is shown to lead to a generalization of hypergeometric functions. The SU(3) state vectors are 
red.erived by the combinatorial method-propounded in Paper I [1. Math. Phys. 10, 221 (1969)1 of this 
senes of papers-and are shown to be represented by a hypergeometric distribution function and an 
associated gerieralization of the Young tableaux calculus. The SU(4) state vectors are also derived to 
demonstrate the main features of the general U(n) state vectors. The SU(4) state vectors are expressed in 
terms of the constituents of Radon transforms. 

1. INTRODUCTION 

In Paper I of this series1 it was shown that the 
boson-operator realization of the maximal and 
semimaximal state vectors of the irreducible repre­
sentations of U(n) are built upon combinatorial 
structure. First, the lattice2 (the partially ordered set 
in the mathematical sense) of the invariants of U(n) 
in the canonical chain U(n) ::) U(n - 1) ... ::) U(1) 
displays most explicitly the combinatoriaP structure 
upon which the algebra of the state vectors is based; 
second, it was found that for these states the com­
binatorial calculations were implemented by a gen­
eralization of the Nakayama concept of a hook. 

The present article starts, in Sec. 2, with a rederiva­
tion of the SU(3) state vectors by the propounded 
combinatorial procedure; the details of the procedure 
are important in demonstrating why and how the 
2F1 hypergeometric function arises in SU(3) from the 
combinatorial probabilistic hypergeometric distri­
bution function-as a result of the associated general­
ized hook calculus. It is then shown that the 
associated combinatorial problem leads to a general­
ization of Young tableaux calculus, namely, a calculus 
over generalized skew diagrams. 

In Sec. 3, it is demonstrated that a large class of the 
general U(n) state vectors, when expressed in the 
boson-operator realization, can be expressed in 
closed form if we introduce a new combinatorial 
generalization of hypergeometric functions. It is 
interesting to note that this is the first time that such a 
generalization appears necessarily in a concrete 
mathematical context, namely group theory, rather 

• Supported in part by the Army Research Office (Durham) and 
the National Science Foundation. 

t Present address: Department of Physics, Indiana University, 
Bloomington, Indiana. 

1 M. Ciftan and L. C. Biedenharn, J. Math. Phys. 10,221 (1969). 
2 Which makes the Weyl branching law (see Paper I) immediately 

transparent. 
3 In the sense of Gian-Carlo Rota, reference in Paper I. 

than as an arbitrary generalization of the 2F1 function 
to those of many variables.4 It is this connection to 
group theory and Lie algebra5 that makes the appear­
ance of such functions rather interesting for both 
mathematics and physics; it is also in this context that 
the combinatorial procedures which offers a practical 
computational means (aside from elucidating struc­
tural content) becomes extremely valuable. 

In our effort to uncover the complete structural 
content of all U(n) states, we show in Sec. 4 that the 
general S U( 4) state vector expressed in terms of these 
generalized functions can be cast into the constituents 
of Radon transforms. In Paper I we saw that the 
SU(4) group is sufficiently more general than SU(2) 
and SU(3) groups to reveal certain peculiarities of 
SU(n). Here again we demonstrate such a peculiarity: 
the most general SU(4) state, in closed form, is not a 
complete Radon transform but is expressed over the 
constituents of Radon transforms, a "folded" function, 
as we shall see, which seems to bear some relationship 
to the group geometry. It is hoped that the combina­
torial method may shed some light on the possible 
existence of an even more general function in terms of 
which all U(n) states could be expressed. 

2. GENERAL SUa STATES 

Next we want to give the details of the method of 
obtaining the general Ua or SUa states by the use of 
the lowering operator E21 as was done by Baird and 
Biedenharn.6 These details are important in demon­
strating that the propounded combinatorial method 
admits of generalization. 

• See the works of P. Appell, referred to in Ref. 9 below. 
5 See, for example, W. Miller, Jr., "Lie Algebras and Some 

Special Functions of Mathematical Physics," Memoirs of the 
American Mathematical SOciety, Number 50 (American Mathe­
matical Society, Providence, Rhode Island, 1964); W. Miller, Jr., 
Lie Theory and Special Functiol1s (Academic Press Inc., New York, 
1968); J. D. Talman, Special FUl1ctiol1s, A Group Theoretical 
Approach (W. A. Benjamin, Inc., New York, 1968). 

• G. E. Baird and L. C. Biedenharn, J. Math. Phys. 4, 1449 (1963). 
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Consider the semimaximal (let "s.m." denote "semi­
maximal" and "max" denote "maximal" when used 
as subscripts of normalization constants) state of SU3 

on which we want to operate with (E21)m12-mn . Thus, 

(

m13 m23 O)~ 
V == (E21)m12 -mll m12 m22 

m12 
= M-i (E )m12-mll 

B.m. 21 
X (a12r22( a13r·3-mu X (a l )m1.-m.3( a3)m18-m12 \0) 

= M-i (a )m"(a )m13-m12(E )m12-mn 
B.m. 12 3 21 

X (al3)mU-m22(al)m12-m.310) (2.1) 

(letting n == m12 - mn , oc == m23 - m22, 

fJ == m12 - m23), 

X (oc + fJ)! X (a )~(a )P-n(a )n 
(oc+fJ-n)! 131 2 

X ih~.p(k; n)(a23a1)k \0). (2.4) 
k=O a13a2 

But 

ih~.P(k; n)(a 13a1)k = A 2Fl( -n, -oc; fJ - n + 1; u), 
k=O a13a2 

where 

A == fJ! (oc + fJ - n)! , 
(fJ - n)! (\l + fJ)! 

a13a l u==-­
a13a2 

(2.5) 

(2.6) 

and 2Fl is a "hypergeometric function"; there exists a 
well-defined combinatorial meaning associated with 
Eq. (2.6), which we shall give in the sequel. 

It will be shown that the coefficients h~.p are already 
appropriately "normalized" in a combinatorial sense; 
therefore, Eq. (2.6) indicates that the square of the 
correct normalization constant, or rather the proba­
bility coefficient of the general U3 states, is 

1 X h ... (x;"') x (m I2 - m23») , (2.7) 
M s.m . U3 (mn - m23) 

the last binomial factor being necessary to effect the 
hook changes in the indicated section (ml2 - m33) 

after the mll boundary is moved; it is, in fact, the 
square of the normalization constant of this (E21)m1.-mll 

lowering operator. To show that 

general - X ... X, S X . , (2.8) P __ 1_ h ( .) ( m12 - m23») 
SUa M s.m . (mn - m23) 

we look at the leading term, which is the x = ° term, 
of h giving A: 

1 . (m12 - m22 + 1)! 

M s.m . (m12 + 1)! m22! 

(m13 - m23 + 1)! 
X ----~-=----~--~-----

(m13 - m22 + 1)! (m23 - m22)! 

1 1 
X , 

(m12 - m23)! (m13 - ml2)! 

A of h .. }mu - m22)! (ml2 - m23)! , 
. (mll - m23)! (m12 - m22)! 

p _ (mn - m22)! (m12 - m23)! 
general -
SUa (mn - m23)! (m12 - m22)! 

(2.9a) 

(2.9b) 

(m12 - m22 + 1)! (m13 - m23 + 1)! 
X----~~--~~--~~~--~~~-----

(m12 + 1)! m12! (m13 - m22 + 1)! (m23 - m22)! 

1 X . 
(mn - m23)! (m12 - mll)! (ml3 - mI2)! ' 

(2.10) 

or again we may choose to use the normalization 
constant?: 

.N'T1 = [ (mn - m 22)! (m12 - m22 + 1)! 
(m12 - mn)! (m13 - m12)! (m12 - m22)! (m13 - m22 + 1)! 

(m12 - m23)! (m12 - m33 + 1)! (m 22 - maa)! J! 
X (m23 - m22)! (m13 - m23)! (m13 - m33 + 1)! (m23 - m33)! 

7 J. G. Nagel and M. Moshinsky, J. Math. Phys. 6, 682 (1965). 

(2.11) 
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of the "total" lowering operator 

(2.12) 

(with nl == m13 - mu , n2 == m23 - m22 , n3 == m12-
mn , IX == m33, (3 == m23 - m33' Y == m13 - m23) in 

(E2l)n3(Ea2)n2(Lla)nl Mt 
1 

(a )"'( )P( )Y 10) 123 a12 al 
max Ua 

(2.13a) 

1 {3! y! 

= Miax U a ({3 - n2)! (y - nl )! 

X (y + (3 + 1)! X (a )"'(a )fJ-n2(a )nl 
(y + (3 + 1 - nl)! l2a 12 3 

~ (a2aa~k X ""h n2 ,y-n l(k; na) -- 10). 
k~O alaa 

(2.13b) 

Factoring A out of the last factor h . .. , the factor 

(y - nl)! (y + n2 - nl - na)! 

(y - nl - na)! (y + n2 - nl)! 

as in Eq. (2.6), we obtain 

_ ~()-l 1 
=';1 T t G. 

Mmax U3 

(2.14b) 

Rewriting the contributions, we have 

.N'"T1 = [ (mu - m22)! (m12 - m22 + I)! 

(m12 - mu)! (m13 - m12)! (m12 - m22)! (m13 - m22 + I)! 

(mu - m23)! (m12 - m33 + I)! (m22 - m33)! ]* 
X , 

(m23 - m22)! (m13 - m23)! (m13 - m33 + I)! (m23 - m33)! 
(2.15a) 

1 = [(m13 - ma3 + 2)! (m23 - ma3 + I)! (m13 - m2a + I)! It 
Mtx U3 (m13 + 2)! (m23 + I)! ma3! (m13 - m33 + I)! (m23 - m33)! (m13 - m23)! ' 

G = (m23 - m3a)! (m13 - m23)! (m13 - m33 + 1)! (m12 - m23)! . (2.15b) 

(m22 - m33)! (m12 - m23)! (m12 - m33 + I)! (mu - m2a)! 

Their product is 

[
emu - m22)! (m12 - m23)! (m12 - m22 + I)! 

M!eneral = (mu - m23)! (m12 - m22)! (m12 + I)! m22 ! 

1 

U3 

X (m13 - m23 + 1)! ]t. (2.16) 
(m13 - m22 + I)! (m23 - m22)! (m13 - m12)! (ni12 - mu)! (mu - m23)! 

So far we have seen the usefulness of the representa­
tive tableaux both in the determination of the explicit 
algebraic form of the operator part as well as their 
normalization constants of the states. We now show 
that the representative tableaux also embody a 
combinatorial interpretation even for the expression 
of the general Ua states [Eqs. (2.24) and (2.25)]. 

To arrive at the proposed interpretation, we need the 
following preliminary observation. Taking the SUa case 
depicted in Fig. 1, when we move the mu boundary 
from its mu = m12 position (for the semi maximal state) 
as indicated, inserting a boson operator a2 in the single 
box now available according to the prescription of the 

FIG. 1. The representative 
diagram corresponding to 
the SU(3) state with m12 -

ml1 = 1, showing the origin 
of the hypergeometric func­
tion generated in the lower­
ing procedure. 

betweenness conditions, we are faced with the follow­
ing dilemma: the hook of a box in the first row between 
boundaries C and D will have to pass over the a2 

boson to reach boundary E, yet the a2 boson is not 
involved in the a13 = (alba - aabl) entanglement! 
Therefore the hook, in this form, cannot be used due 
to the presence of the "foreign" boson a2 • If the hook 
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is not used, a powerful computational tool is lost! 
We shall see how one can resolve this dilemma below. 
This dilemma can be resolved when one recognizes 
that the associated combinatorial interpretation uses the 
hypergeometric distribution function which follows. 

Consider a finite number of m balls, mp of which 
are white and mq = m(l - p) of them black. When 
a sample of s balls are drawn out, one at a time (which 
will be eventually interpreted as moving the boundary 
of m11 one box at a time), without replacements, the 
chance of obtaining x white and s - x black balls in 
s trials is 

(2.17) 

(mp)! (mq)! 
= x ------~~~------

x! (mp - x)! (s - x)! (mq - s + x)! 

s! (m - s)! x -"------'-
m! 

s! (mp)! (mq - s)! 
=Ax x x , 

x! (s - x)! (mp - x)! (mq - s + x)! 

(2.18) 
where 

A = mq! (m - s)! . 
m! (mq - s)! 

(2.19) 

We then allow x to vary to account for the probability 
of obtaining all possible number of white balls among 
the s balls drawn, this being given by the coefficients 
of u'" in 

A[1 + s mp X u + s(s - 1) 
mq - s + 1 12 

x mp(mp - 1) X u2 

(mq - s + 1)(mq - s + 2) 

+".+ xu. 
mp(mp - 1)···(mp - s + 1) sJ 

(mq - s + 1)(mq - s + 2)"'mq 

(2.20) 

Relating this to our problem, as usual the properties 
endowed by the m objects (in our case ma's; see Fig. 
2) is the entanglement property (the whiteness 

Cas.: s < m12 - m23 

m-i 

FIG. 2. The representative diagram of the SU(3) general state for the 
case s < mIl - m23' 

~I'-------m--------~" 

ek until, = smaller of lengths mp and s. 

FIG. 3. The tableaux corresponding to the x = 0, I, ... terms of 
the general SU(3) state vector when the hypergeometric function is 
expanded. UZ is interpreted as the necessary changes to be made to 
factor out a common factor: 

property:; entanglement of a's with ha's); mp of the 
a's, at the start, are entangled to h3's and mq of the a's 
are nonentangled. s of the a's are drawn out (or put 
into the a2 category), one at a time, without replace­
ments, and we have derived the probability that, 
out of the a's that have been drawn out, there will be 
1, 2, ... , s white (entangled to b3 ) a's. 

Diagrammatically, these correspond to the general­
ized tableaux8 of Fig. 3. By making the substitutions 

(2.21) 

indicated by the diagrams, we obtain 

(m - m )t (m - m )t 
11 22' 12 23 . x (a1)mU-mOS x (az)m12-mll 

(mIl - mza)! (m12 - m2z)! 

X (aa)m13-m12 X zF 1 ( mZ2 - mz3 , mIl - m1Z , 

To this we multiply the initial M;;l SUs as well as the 
operator parts that were not affected and left out. 
Also, moving the m11 boundary to its general position 
has changed the hooks in the (m12 - m23) portion; 
therefore these hooks need to be readjusted by the 
factor 

[ 
(m12 - m23)! J* 

(m12 - mu)! (mu - m 23)! . 
(2.23) 

Collecting all factors, we obtain the algebraic 

8 M. Ciftan and L. C. Biedenharn, Science 154, 418 (1966). 
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expression of the general SUa state: 

(2.24) 

where 

N
2 (mu - m22)! (ml2 - m2a)! (rna - ma2 + 1)! = X 

(mu - m2S)! (m12 - ma2)! (mu + 1)! maa! 

X (m13 - m2S + 1)! . (2.25) 
(m12 - mu)! (mu - mas)! (ma3 - m2Z)! (m13 - mZ2 + 1)! (m1a - m12)! 

We observe that, above, a particular choice (case: 
mll > m2s) of the "general position" of the mll 
boundary was made due to its simple tableaux, yet 
the final result was completely general. This we 
attribute to the "natural"-ness of the "coordinates" 
mi; of the betweenness lattice. (We postpone the 
discussion of the more fundamental "lattice" and 
related "partial ordering" properties of these com­
binatorial structures to a future article.) 

The result, Eq. (2.24), is the same as Eq. (44) of 
Baird and Biedenharn. 7 

3. A GENERALIZATION OF HVPERGEOMETRIC 
FUNCTIONS ON Un STATES 

To see how the hl1..fJ functions playa central role 
and generalize, as an example we perform 

in the form of Eq. (3.2a) defines a generalization of 
ordinary hypergeometric functions of Eq. (2.5) with 
two variables 

it is convenient to recast Eq. (3.3a) into the form 

h"Io".;N(klo k2; n) 

(
01:1) (N - 01(1) (OI:Z) (N - 01(1) - 1(2) 
k1 n - k1 ka (n - k1) - ka 

= (N) X (N - O(1) 

n n - k1 

= h"Io(N-I%1)(k1; n) X hl% •• N-I%1-I%I(k2 ; (n - k1» 
(3.4a) 

(E21r(al)I%1(a13)I%t(aI4)"810) == J 

and obtain 

(3.1) with 

n n-kl ( + + )' J = I I OC1 01:2 OCa · 
kl=O ka=O (IXI + lXa + 0(3 - n)! 

X (al)"1(a1a)I%S(a 14)"3-n(a24)n X hl%t.I%a;N(k1, ka; n) 

(3.2a) 

(3.3a) 

(3.3b) 

is a generalization of Eq. (2.17); it has a clearly 
defined combinatorial interpretation similar to that of 
Eq. (2.17) but now with three types of balls, or in our 
problem three types of entanglement that we shall 
demonstrate below. To see that 

(01:1 + 0(2 + OI:a - n)! X J 

(OCI + 0(2 + 0(3)! 

(3.2b) 

(3Ab) 

which shows that Eq. (3.2b) breaks up into the product 
over the constituents of two hypergeometric functions 
of the 2Fl type. It is clear that with more types of 
antisymmetric forms [in Eq. (3.1)] on which the 
(Eii)n can operate without having a vanishing com­
mutator, Eqs. (3.1) to (3.4) generalize to those of 
more variables. 

We next show that 

n n-kl 

I I hl1.lol%I;N(kl , kz; n)x~lx~l, (3.5a) 
kl=O ks-O 

which appears in Eq. (3.2), is proportional to Appell's 
Fl function9 

Fia; bI , b2 ; c; Xl' X 2) 

_ ~ ~ (ah1+ka(b1h1(ba)k. kl k, = kk XIXa 
kI! ka! (C)kl+k2 

(3.6) 

9 W. N. Bailey, Generalized Hypergeometric Series (Cambridge 
University Press, London, 1935); L. J. Slater, Generalized Hypergeo­
metric Functions (Cambridge University Press, Cambridge, 1966). 
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on two variables Xl and X2' Here, (a)k == a(a + 1) x 
(a + 2) ... (a + k - 1), (a)o == 1. This Fl function is 
a particular generalization of the 2Fl hypergeometric 
function 

"" (a)ibh k 5') 
2Fl(a; b; c; x) = £., -k

l 
() x (2. 

k=O . C k 
of Eq. (2.5). Letting 

a== -n, 

bl == -otl, 

b2 == - ot2' 

C == N - I oti - n + 1, 

Eq. (3.6) becomes afinite series. Upon factoring 

(-l)~k,x II (_I)ki = 1 (3.7) 
i 

after the substitution, we obtain the finite sumlO 

Fl(-n; -otl, -ot2; N - Ioti - n + 1; Xl' X2) 

= i n~,( n! IT oti ! / 
k,=O kz=O (n - I ki)! i=l (oti - ki)! k i ! 

(N - Ioti - n + I ki )!) k, k. 
Xl X 2 • 

(N - Ioti - n)! 
(3.8) 

Next, to show that Eq. (3.5a) is essentially Eq. (3.8), 
we perform the rearrangement of terms in h: 

where we have defined 

_ (N - I oti )! (N - n)! 
A«,.«.;N;n = (N _ Iot

i 
_ n)! N!' (3.10) 

Therefore, by Eq. (3.8), 
n n-k, 

I I h«b«z;N(kl , k2; n)x~lx~' 
k,=O k.=O 

= A«lo«.;N;n 
x Fl(-n, -otl' ot2; N - Ioti - n + 1; Xl' X2) 

(3.5b) 
10 The substitutions are (a)k == a(a + 1) ... (a + k - 1), (a). = 

(a - 1 + k) !/(a - I) I, n !/(n - k)! = n(n - 1)(n - 2)'" (n - k + 1). 
Let n = -a. Then nt/(n - k)! = (-a)(-a - I)(-a - 2)· .. 
(-a - k + 1) = (-l)ka(a + 1)' .. (a + k - 1) = (-I)k(a)k' 

and, in general, 
n n-k, n-k,-ka ... -kp-l 

I I I h«lo'" .«v;N(kl , •. , kl'; n )x~ .. . x~P 
kl=Oka=O kp=O 

= A«, ..... «p;N;nFI( -n, -otl" . " -otl' ; 

N - I ott - n + 1; Xl,"', Xp). (3.11) 
Next we apply the same method of lowering oper­

ators to some SU, states to show how in actuality 
these generalized functions arise and to give the 
associated tableaux calculus. We want to demonstrate 
sufficient evidence that the argument might possibly 
be turned around, similar. to the SUs case, such 
that, directly from the tableaux calculus, these h ... 
functions (and, therefore, the explicit algebraic ex­
pressions of any state of any Un) may be written down 
with relative ease. 

Consider the SU, Gel'fand pattern and the maximal 
state for a given set of values of the representation 
labels mi" i = 1, 2, 3, m'4 = O. To obtain the ex­
pression of the general states, we can use the explicit 
expression of the semimaximal states of SU,: 

ISU 4, s.m.) = M;:~.(a123)m33(a124)m3,-m33(a12)m23-m34 
x (a14)mU-m23(al)m13-m"(a4)m,,-mI3 10), (3.12) 

M;:1. being evaluated as before, using the results of 
Paper I. Let 

ot2 == m34 - mss, otl) == m13 - m2" 

ots == m23 - ms" ot6 == m14 - m13' 

The general SU4 state would then be obtained by 

ISU4 , general) 
= X-I(L~)m12-mll(L~)"'13-m12(L~)m23-m22ISU 4), (3.13) 

s.m. 

where X-I is the lumped normalizing coefficient of the 
lowering operators. Observing the complexity which 
arises when L~ is raised to a power, we abandon its 
use here (we postpone the discussion of this operation 
to the end of this paper) by restricting our considera­
tion to SU, states with m12 = mlS ' Letting 

nl == m23 - m22 , 

n2 == m13 - mll = m12 - mll ; m13 = m12 , 

and using Eq. (15) of Paper I repeatedly, we obtain 

K E C' mu :: ::: ::: mM ) 

= X-I x M;:t. X (E21)n2(E32)"I(aI23)/lI(aI24)'"2 

X (aI2)«S(a14Y"(al)/l5(a4)/l· 10) 

= N x (E21)n2(aI23)<%I(a14)/l'(al)'"5(a4)/l· 

(3.14a) 
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But, from Eqs. (2.5) and (2.6), 

(E32)"1(a124)"I(a12)"810) 

_ I (nl) 1X2! (lXa)! 
- k,=O kl (1X2 - kl)! (lXa - nl + kl)! 

x (a124)"a-kl( al34)kl( a 12)"a-1I1+k1( a13)",-k, 10) 

(3.15a) 

(3.15b) 

Thus, 

K X -I M-t ( )"'( )"6 = X s.m. X al2a a4 

i (n) 1X2! lXa! 
X k=O kl (1X2 - kl)! (lXa - nl + kl)! 

X (a124)"Z-k1( a12)"a-1Il+kl( E2l)n8 

X (a14)"'(al)"5(ala4)k'(ala)",-k'10). (3.14b) 

Next, performing the (E21)na operation in Eq. (3.14a), 
we obtain (with k5 == n2 - k2 - ka - k4) 

(E2lr(a14)"'(alt5(ala4)k'(a13)",-k'10) 
11. n.-ka 1Ia-ka-ka n , 

= k~Ok;O k~O k2! ka;~4! k! 

X (a14)"4-kl( a24)kZ( al)"5-k3( a2)kS 

_ (1X4) (
1X

5) (kl) ( nl - ki ) / 
= k2 ka k4 n2 - k2 - ka - k4 

(1X4 + :: + nl). (J.18) 

We next show the tableaux calculus associated with 
Eq. (3.16). 

Consider the effect of (E2l)" operator in Eq. (3.15a), 
shown in Fig. 4(a), starting with the tableaux of the 
semimaximal case; the m22 boundary is to be moved 
into general position, between m22 and m2a in accord­
ance with the betweenness condition. As in SUa, we 
move the m22 boundary with m22 > ma4 for con­
venience without losing generality of the derived 
expressions. The resulting changes in the expressions 
of the involved antisymmetric forms can be read off 
directly from the diagram, together with the numerical 
coefficients from the h functions involved. Next, we 
want to bring the mll variable in the Gel'fand pattern 
to its general value from the mll = m12 value. The 
algebraic effect of this operation is given by Eq. (3.16), 
which again can be read off from the associated 
diagram, the part of Fig. 4(a) being involved is enlarged 
and depicted in Fig. 4(b). A study of these diagrams 
indicates that the whole expression (3.14c) for the 
SU, states with mla = m12 could have been read off 
these tableaux with the aid of the h function. The 
generalized hypergeometric functions associated with 
the L:+1 = Et+1;t (refer to the Gel'fand pattern) are of 
the form 

n n-kl 1I-I:k, 
X (ala4)k,-k'(a234t'(ala)",-k,- k5 10). (3.16) L L'" L h"""s,' ""p;N 

Combining Eqs. (3.14b) and (3.16), we have 

K - X-I M-t (1X2 + lXa)! 
- X 8m X 

'. (1X2 + lXa - nl)! 

X (IX, + 1X5 + nl)! ( )"'( )"6( )"a a12a a4 al24 
(1X4 + 1X5 + nl - n2)! 

X (a12)"s-1I1( a 14)"'( al)"5( a13)'" 
111 1Is 1Iz-ka na-ka-ks 

X L L L L h"z,,,S<kl ; n1) 
k,=O ks=O k.=O k.=O 

X h",.a •. kl.(n,-kl)(k2, ka, k4 ; n2) 

X (a l2 ala4)kl(a2~\ks(a2)ks(a2a~\k.(a2a)k510), 
a13 a124 alJ al alaJ ala 

(3.14c) 

where 

k,=O ks=O kp=O 
X (kl' k2,' . :, kp; n)(u1)k1 • •• (Up)kp (3.19) 

(0) 

FIG. 4. The tableaux representing the algebraic operations that 
give the general SU(4) states with m12 = miS, indicating that the 
expression for these states can be read off directly from these 
tableaux in terms of generalized hypergeometric functions presented. 
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with the coefficients 

(3.20a) 

n! 
= AIZI.1Z2 ... ·.iI.;N;n X (n - L k

i
) 

x II lXi! (N - LlXi - n)! 

i (lXi - ki )! kit (N - L lXi - (n - L ki»! 
(3.20b) 

where 

(N - LlXi)! (N - n)! 
A<<10 1Z2.,, ·.IZ.;N;n == (N _ L lXi - n)! N! (3.21) 

Each such (Et+l.t)n l operator contributes to the 
probability coefficient P of the state coefficients of the 
type 

hill .... • 1Z.;N(k, ... , kp ; nt) X (N ~~ IX} (3.22) 

The tableaux of Figs. 4(a) and 4(b) could themselves 
have been drawn with the aid of the betweenness 
condition alone. Thus the whole algebraic expression 
of these SU, states can be written down with the aid 
of a tableaux calculus. There remains the problem of 
removing the mlS = ml2 restriction or its equivalent 
in other Un states. 

We want to demonstrate that the integral repre­
sentations of these hypergeometric functions show a 
connection with the structure of the representations 
of Un; the fractional linear transformation of a vari­
able t in these functions relate to raising and lowering 
operations as indicated by the following examples. 

Consider the probability coefficient 

and its two expressions, using kl + k2 = n, 

(IX + (3 - n)! 
= 

(IX + (3)! 
IX! (-(3)k2( -n)k2 

(IX - n)! k2! (IX - n + 1)k2 
(3.23b) 

= (IX + (3 - n)! (3! (-IX)k/ -n)kl (3.23c) 
(IX + (3)! «(3 - n)! kl! «(3 - n + Ih

1
' 

whence 

(E21)"(a1S)/l!(al)1I 10) 

_ P! (a )iI(a )p-n(a )" (P _ n)! 13 1 2 

X i (-IX)kJ -n)kl (a23al)klI0) 
kl~O kl! «(3 - n + l)kl a1Sa2 

IX! «-" II n = (a l3) (a l ) (a2S) 
(IX - n)! 

(3.24a) 

X i (-(3)k.( -n)k8 (alsa2)k210), (3.24b) 
ka~O k2! (IX - n + Ih8 a23al 

which will be shown to be related to the transforma-
tion z ---+ Z-1 of 2Fl: 

2Fl(a, b; c; z) 

= r(c)r(b - a) (-zr' 
r(b)r(c - a) 

x 2Fl(a, 1 - c + a; 1 - b + a; Z-I) 

r(c)rCa - b)( )-b + -'Z 
r(a)r(c - b) 

X 2Fl(b, 1 - c + b; 1 - a + b; Z-l). (3.25) 

Rewriting the above, we have 

i (-(3)ka(-n)k2 (alsa2)k210) 
k2=O k2! (IX - n + 1)k2 a2Sal 

= (IX - n)! P! (a 1sa2)n 
IX! (P - n)! a2Sal 

X i (-IX)kl( -n)kl (a2sal)kII0). (3.26) 
kl=O kl! «(3 - n + l)kl alSa2 

Identifying -(3 == a, -n == b, IX - n + I == c, z == 
a1Sa2/a2Sal' we have 

(IX - n)! (3! r(c) rea - b) -
IX! «(3 - n)! r(c - b) rea) 

We obtain the left-hand side of Eq. (3.25) and only the 
second term of the right-hand side; the first term on 
the right-hand side vanishes for this identification. 
The vanishing of the first term is a curious phenom­
enon (in this context) and it appears not only in the 
transformation of the variable z but also in the use of 
contiguous relations in the boson-operator realization. 

One can also examine the expression 
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and the expression, with kl + k2 = n, 

(E21)n( a 13)'"( all 10) 

IX! ( ),,-n( )p-n( )n = ala a1 a12aa 
(IX - n)! 

x i(IX + (3 - n + Ihz(-n)k2(alaa2)k'10) 
k.=O k2! (IX - n + l)k. a12aa 

obtained by using the vanishing determinant 

ag: = 0 => a1a2a = a2ala - aaa12 

demonstrating the transformation 

1 a2aa1 
z-+-- z==--

1 - z' a13a2 

(3.28) 

(3.29) 

(3.30) 

Again there exists the transformation of the 2F1 
functions 

2FI(a, b; c; z) 

= (1 _ z)-a r(c)r(b - a) 
r(c - a)r(b) 

x 2F1(a, c - b; 1 + a - b; _1_) 
1 - z 

+ (1 _ zrb r(c)r(a - b) 
r(c - b)r(a) 

x 2F1(C - a, b; 1 - z + b; _1_). (3.31) 
1 - z 

Thus 

i (-IX)kl( -n)kl (a2aal)klI0) 
kl=O k1! ({3 - n + l)kl a1aa2 

= IX! ({3 - n)! (a12aa)n 
(IX - n)! (3! a13a2 

X i(IX + (3 - n + lh.(-n)k.(alaa2)k·10). 
k.=O k2! (IX - n + lh. a12aa 

Identifying 

we obtain 

a = -IX, 
b = -n, 

c = (3 - n + 1, 

(3.32) 

IX! CfJ - n)! --.:.. rCa - b) r(c) , (3.33) 
(IX - n)! (3! rea) r(c - b) 

again giving the second term of the right-hand side of 
Eq. (3.31), but not the first term of the same! 

Although Fig. 4(b) does not lend itself to a tableau 
calculus (at this point), its transformed form [Fig. 
4(a)] does. This example indicates that vanishing 

determinantal identities may be used with the proviso 
that the resulting expression be transformed to a 
combinatorially meaningful form if the appropriate 
transformation laws are known and if such a com­
binatorially meaningful result is desired. 

These examples demonstrate that the boson­
operator realization itself has a deeper connection 
with the integral representation of these functions; 
furthermore, the boson-operator realization is a 
special substructure of the structure of these functions 
since only special terms appear in the transformation 
of the arguments of 2F1' The same observation is made 
with respect to the contiguous relation identities 
wherein the vanishing determinants give restricted 
relations. 

In view of the importance of intt;gral representa­
tions of these functions, we want to carry this analysis 
one step further at this time. We next want to show that 
these generalized 2F1 functions (i.e., those of many 
variables) encountered above are in fact the Radon 
transformll of a product of linear forms. 

Let the symbol V denote the Radon transform 
v 
f(~,p), 

}(~, p) == ff(X)b(p - (~, x» dx, 

of the function/(x), where 

with 

(3.34) 

(~, x) = ~lXl + ~2X2 + ... + ~nxn = P 

denoting a hyperplane in the oriented n-demensional 
real affine space. The ordinary hypergeometric func­
tion 

F (oc (3 . t) _ r(y) 
2 1 , ,y, - r({3)r(y - (3) 

x i\f-1(l - XIy-P-l(l - tX1)-a dX1 

(3.35a) 

can be cast into the ratio of two Radon transforms, 

[(~(l) X)P-l(~(2) xy-P-l(~(3) x)-a]V 
F (IX (3 y' t) - 0, + 0' + 0, + 

2 1 , , ,- [(~~l), X)~1(~~2), X)~-P-l]V ' 

(3.35b) 

as follows: the denominator above corresponds to the 
beta function in front of the integral, while the numer­
ator to the latter. The + signs above indicate that 

11 I. M. Gel'fand, M. I. Graev, and N. Ya. Vilenkin, Generalized 
Functions (Academic Press Inc., New York, 1966), Vol. v. 
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integration is to be carried over the positive "octant" 
of the two-dimensional space that we shall now find. 

Let X2 == 1 - Xl in the integrand; then the inte­
grand is 

(xIl-I (xay-P-l[(1 - t)XI + X2r" 

and the particular linear form which is the "hyper­
plane" (~, x) = p. The argument of the t5 function in 
the Radon transform of this function becomes 

Xl + X2 = 1. 
Denoting 

~~I) == (1, 0), ~~2) == (0, 1), ~~3) == «1 - I), 1), 

the integral is cast into the particular Radon trans­
form indicated by the numerator of the 2Fl function 
in Eq. (3.35b). The coefficients in Eq. (3.35a) define 
the beta function 

(3.36) 

which is the special case IX = 0 of the integral in Eq. 
(3.35a) and therefore obviously corresponds to the 
denominator in Eq. (3.35b). 

Next we want to show that Appell's generalization 
of 2Fl functions, the Fl's that arise in the representa­
tions of Un (as demonstrated above), are also Radon 
transforms of a product of linear forms. 

Consider the integral representation (Ref. 8, p. 76) 
of the Fl function on two variables, 

Fl(lX; p, P'; 1'; tI , ( 2) 

= ___ r.:::..!.(y~) __ _ 

r(p)r(p')r(y - p - P') 

x f f x~-lxf-l(1 - Xl - x2y-fJ-fJ'-1 

X (1 - flxl - taxa)-" dXl dX2' (3.37a) 

taken over the triangle Xl 2 0, X2 2 0, Xl + X 2 S 1. 
Let 

Xa == 1 - Xl - X2' 

which defines the hypersurface 

(~, x) = p -+ Xl + X 2 + Xa = 1, Xi 20. 

This is the triangular area, the intersection of the 
hyperplane with the positive octant of 3-space, over 
which the integration contributes. Thus the integral is 
the Radon transform of the function 

(XI)!-I(X2)~-I(xa)~-fJ-fJ'-I 

X «1 - t1)Xl + (1 - t2)X2 + xS>:;:". 
Again the gamma functions in front of the integral in 
Eq. (3.37a) define the corresponding generalized beta 
function B(P, P', y - P - P'), the Radon transform 
of the beta function being obtained from that of the 

integral by letting IX = 0. Thus we have 

FI(IX; p, pt, 1'; tl , t2) 

_ [(~~l), X)!-1(~~2), X)~-1(~~3), x)~-fJ-fJ'-\~~4), X):;:IIJV 

- [(~~I>, x)!-\~~2>, X)~-1(~~3), x)~-fJ-fJ']V 

where (3.37b) 

~~1) == (1,0,0), 

~~2) == (0, 1, 0), 

~~S) == (0, 0, 1), 

~~4) == ((1 - tI), (1 - (2), 1), 

~o == (1, 1, 1), p = 1 in (~o,x) = p, 

the triangular plane. 
It is hoped that these connections will provide 

further clues as to the possible closed form of the 
explicit algebraic expressions of the general Un states 
in terms of the boson-operator calculus. 

Using the Radon form of the 2Fl function, we can 
rewrite the general SUa states with its probability 
coefficient (the square of the normalization constant 
N-l states) as 

N-l ISU3) 

= 1 (m12 - m2S) 2A l 

M s.m. SU 3 mll - mza 
X (alZ)m22(aar13-m12(a13r2s-m22(al)mu-m23(a2)ID12+IDll 

X [(~~1l, X rU-m23~1(~~2), X)ml2-ID22(~~3), Xrll- m12+1F 
[(~~I), XrU-ID23-1a~2), X)ID12-mU)V ' 

where (3.38) 

A 
= (mu - mza)! (mu - m2a)! 

2 1- , 
(mu - m23 + I)! (mu - m2a)! 

~~l) == (1, 0), ~~2) == (0, 1), 

~~3) == (a3a12
, 1) = (1 - t, 1), 

a2ala 

t == a1a23 • 

a2ala 

4. THE GENERAL SU4 STATES 

In the previous sections the L~ operator was ne­
glected in calculating the SU, states, thereby deriving 
only special cases of the general SU4 states. We now 
show that, starting with the semi maximal SU4 states, 
one can apply the (LDn operator and indeed obtain 
a closed form (see Fig. 5). 

s= a+,8+y+"1 

FIG. 5. The simpli­
fied diagram representing 
the SU(4) semimaximal 
states. 



                                                                                                                                    

COMBINATORIAL STRUCTURE OF STATE VECTORS IN U(n). II 1645 

We need to find 

I
general\ _ X-I X-I X-I M-! 

S U 4 / - (E21)n3 (ES2)n2 (Lsl)nl s.m. SU 4 

X (EZlt3(E3Zt2(Litl 

X (alZ3yO(alZ4Y(alZ)fJ(a14Y(al)~(a4)<l 10). 

(4.1) 

We note that L~ commutes with am, a34, a3, a4. To 
start with, we find 

L~(alZ4)~(a12)fJ(a14Y(aS' 10) 

= 1](1X + {J + I' + 1] + 1) 
X (a124Y(a12)fJ(a14Y(al)~-laa 10) 

+ 1'( IX + {J + I' + 1] + 1) 
X (a124)~(a12)P(a14y-l(al)~a34 10) 

- 1)1X(alz4y-1(alZ)P(a14Y(al)q-la123a410) (4.2) 
and 
I == (L~)nl(a124)~(a12)fJ(a14Y(al)q 10) 

nl nl-kl , 
= ~ ~ (_l)kl nl

· 

kl=Ok2=0 kl! k2! (nl - kl - k2)! 

X 
1]! y! IX! 

(1] - nl + k2)! (I' .,.... k2)! (IX - kl )! 

X (s - 2 - nl)(s - 2 - nl + 1) 

X (s - 2 - nl + 2) ... (s - 2 - nl + (nl - kl) -1) 

X (a124)~-kl( alZ)fJ(a14y-k2(al)Q-nl+k2 

X (a123a4)kl(a34t2(a3tl-kl-k210). (4.3a) 

Noting that the product over the factors having s is 

(s _ 2 _ n ) = res - 2) ( _1)kl (44) 
1 nl-kl r( 2 ) (3 )' . s - - nl - S kl 

where we have used 

(aLk = rea - k) = (_I)k , (4.5) 
rea) (1 - a)k 

we obtain 

But 

FzClX; {J, {J'; y, 1"; tl , t2) 

r(y)r(y') 

r({3)r({3')r(y - {J)r(y' - {J) 

X fl\f-lxf-\1 - x l y-fJ- l(1 - xzy'-fJ'-1 

X (1 - tlXl - t2X2)-~ dXI dX2 (4.6a) 

over the triangle Xl ~ 0, X 2 ~ 0, Xl + X 2 ~ 1. Let 
X3 == 1 - Xl - X 2 as before; the integral is then the 
Radon transform of 

(Xl)~-\XZ)~-l(XZ + x3):-fJ-\xl + X3)~-fJ'-1 
X «1 - tl)Xl + (1 - tZ)x2 + X3):;:~' 

The gamma functions in front give the inverse of the 
product of two beta functions. Therefore, 

[( z,(l) )P-l( 10(2) )P'-l( z,(3) )Y-P-l( z,(4) )Y'-fJ'-l( 10(5) )-~]V 
F (IX' {J {J" '. t t) _ "0, X + "0, X + "0, X + "0, X + "0 , X + (4.6b) 

where 

Z , , ,1', I' , 1, Z - [(Z,(l) )fJ-l(z,(Z) )fJ'-1(z,(3) )Y-fJ-l(z,(4) )Y'-fJ'-l]V ' 
"0 , X + "0, X + '>0, X + '>0, X + 

~~l) == (1, 0, 0), 

~~2) == (0, 1,0), 

~~3) == (0, 1, 1), 

~~4) == (1,0, 1), 

~~5) == (1 - tl , 1 - t2 , O. 

In fact all Fl , Fz , and F3 type functions can be cast 
into Radon forms. 

The other two lowering operators (E3Z)n2 and (EZl)ns, 
when operating on the Fz function above, produce, as 
before, an zFl function and an Fl function on three 
variables, respectively and in that order; we obtain 

(4.6c) 
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where 

s == oc + {J + Y + 1]. 

Each h function above by itself gives a Radon 
transform. To see if this whole expression can be put 
into a "folded" single Radon form, we investigate the 
"semi-semimaximal" SU4 states, i.e., the states with 
only mI2 = mn and the rest of the mik's in general 
position in the Gel'fand pattern. The relevant parts 
give the sum 

L L L (-nlh,+k.( -Y)k.( -n2)k3( -OC)k,+ka 

k, k. kakl!k2!k3!(3 -sh,(1] - ni + 1h.({J - n2 + 1)ka 

X (a4a123)k' (a Ia34)k' (aI2a134)k3. (4.7a) 
a3a124 a3a14 a13a124 

Casting this into general form and using the identity 

(d)!+m = (d + l)m' (d)!, (4.8) 

we obtain 

(4.7c) 

= 111(e, g - e)B-1(d, e - d)B-1(b,f - b) 

x LllILIUcl-lVb-lWC-1 

x (1 - u)"-d-\1 - V)'-b-1(1 _ wy-c-1 

x (1 - ZW)-d 1 - -- - yv du dv dw. 
(

XU )-<1 
1 - zw 

(4.7e) 

It remains to be seen if this integral can be cast into 
a Radon form. 

At this juncture it is appropriate to note that the 
2F1 function, which appears first in SUa .at the U2 
sublevel as a result of the application of the U2 

operator En, is a Radon transform over a line 
segment, the group-theoretic fundamental region of 
U2. Similarly, in SU, we find the F2 function gener­
ated by the lowering operator L~ of the U3 sublevel, 
this function again being a Radon transform but now 
over a triangular plane surface, the fundamental 
region of U3 • These examples are indicative of the 
connection of such generaJized hypergeometric func­
tions to the geometry of Un. It is our contention that 
when this connection of the generalized functions to 
the underlying geometry is clearly established, a 
true insight shall be gained to the otherwise arbitrary 
manipulations and generalizations offunctions that are 
of particular importance in physics. 
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"tYe show that the many-fermion ground-state energy with an attractive potential has a critical singu­
larIty. This singularity destroys the validity of "low-density" approximations. We also find that the 
K-matrix formalism is, in principle, not applicable to attractive potentials because of the presence of 
"Eme~ singularities." We introduce an R-matrix formalism which is numerically very close to the 
K matrIX and fr~ ~rom manifest ",Emery singularities." A model calculation is performed on the lattice 
gas to try to anticipate what quality of results can be expected from summing an R-matrix expansion 
with fixed density. 

1. INTRODUCTION 

In mathematical terms, the problem of the ground­
state energy of a many-fermion system, when viewed 
in the context of perturbation theory, is simply a 
problem in series summation. All we are in fact given 
by perturbation theory is a power series in the po­
tential strength. One can break down the contribution 
to each power in various convenient ways, but it is 
really only the total contribution to each power which 
is significant. This series summation problem is 
complicated by several features. In the first place, the 
series is very probably divergent and at best asymp­
totic.1 In the second place, every term in the series is 
divergent for infinitely hard-core potentials, which are 
physically acceptable. So we must resum the series to 
allow this case to be dealt with. For purely repulsive 
potentials this resummation has been accomplished 
in a satisfactory manner by means of the summation 
of all ladder diagrams. It has been rigorously2.3 
proved that for purely repulsive potentials the ladder 
energy is free of singularities in the range of strengths 
o < v < co. In the presence of attraction, as we note 
below, the resummation to treat hard-core potentials 
is not so simply handled. Finally, the location, or 
even the existence of singularities, which may occur 
at various points in the potential strength-density 
plane, has not received the careful attention it deserves. 
The location of such singularities is of crucial 
importance to any program of series summation, as it 
is well known that the nearest one limits the radius of 
convergence of a Taylor series. No program which 
has as its goal the calculation of the ground-state 

• W?r~ perfoTll!e~ under the auspices of the U.S. Atomic Energy 
CommIssIon. Prellmmary report of part of this work given to the 
American Physical Society, April 1967. Bull. Am. Phys. Soc. II 
12, 594 (1967). 

1 G. A. Baker, Jr., Phys. Rev. 131, 1869 (1963). 
2 G. A. Baker, Jr., J. L. Gammel, and B. J. Hill, Phys. Rev. 132, 

1373 (1963); hereinafter called I. 
a G. A. Baker, Jr., B. J. Hill, and R. J. McKee, Jr., Phys. Rev. 

A135, 922 (1964); hereinafter called II. 

energy of a many-fermion system can hope to be 
successful until it has taken account of at least the 
closest such singularities: In particular, it is widely 
recognized that in many ways nuclear matter, for 
example, is very much like a liquid drop and that the 
ground-state energy-vs-density curve should have a 
flat portion for low density corresponding to a con­
densed nucleus which does not fill the whole volume. 
The saturation minima obtained by approximate 
schemes have been represented as analytic continua­
tions of the high-density portion of the curve. How­
ever, the logical consequences of the liquid aspects of 
the nature of a many-jermion ground state must be taken 
into account. (We do this in Sec. 2.) From the theory 
of liquids and gases we expect, and indeed find, that 
there will be a potential strength for which the 
densities of the liquid and gaseous phases of the 
many-fermion system, interacting through an attrac­
tive potential with a strong repulsive core, will 
become equal and a phase separation will cease to be. 
At this point, called the critical point, the theory of 
liquids and gases (and of cooperative phenomena in 
general) tells us there is an analytic singularity. This 
situation is in sharp contrast to the situation for a 
purely repulsive potential, where a low-density ex­
pansion4 proves to be satisfactory because of the 
absence of a liquid-gas critical-point singularity. The 
presence of the critical singularity renders inadequate 
(as in classical statistical mechanics) approximation 
procedures based on the assumption of low density, 
since the ground state lies on the liquid side of the 
coexistence curve. A low-density expansion is blocked 
off from the liquid side of the coexistence curve by 
having to pass through the two-phase region, where 
the curves are flat. On the other hand, if one tries an 
expansion in terms of the number of interacting 
particles, which is accurate both for low density and 

, G. A. Baker, Jr., Phys. Rev. 140, B9 (1965); hereinafter called 
III. 
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weak interaction, one may again have trouble as the 
critical-point singularity lies directly between the ori­
gin in the density-potential-strength plane and the 
liquid side of the coexistence curve. We propose a 
resummed potential-strength expansion at fixed density 
which will avoid the critical-point singularity. As the 
necessary calculations on the quantum many-fermion 
ground-state energy are quite lengthy, we have chosen 
to illustrate our procedures by some analogous model 
calculations on the lattice gas. Current theory of 
critical phenomena indicates that this model has the 
same type of singularity structure and thus retains the 
relevant features concerning a critical singularity, 
two-phase· region, and the like. Hence this model 
should form a proving ground for our proposed method 
of calculating the many-fermion ground-state energy. 

Using available data, we are able to locate the 
coexistence curve reasonably accurately and to eval­
uate the free energy (analogous to the ground-state 
energy) thereon fairly accurately. The outlook is 
hopeful that sensible results can be obtained with the 
fewer terms which are likely to be available for the 
expansion of the energy in the many-fermion problem. 

In the third section we investigate other possible 
singularities. We find that the "Emery singularities," 5 

in principle, fill the k F-potential-strength plane when 
there is any attraction present at all. We do not believe 
that these are real singularities in the energy, as 
ordinary macroscopic-sized systems do not appear to 
be a close enough approximation to an infinite system 
to possess them. Rather, they appear to represent an 
unfortunate choice of a method of summation of a 
series which is known to be divergent.! We introduce 
an alternate procedure (R matrix) which is numeri­
cally very close to the Brueckner6 K-matrix method, 
but free from the "Emery singularities." 

By analysis of the singularity structure of the R 
matrix, we predict that 3He does not have a superfluid 
phase. 

2. THE CRITICAL POINT OF A MANY­
FERMION SYSTEM 

In this section we will be concerned principally with 
interparticle potentials which have a very strong 
repulsive core surrounded by a purely attractive 
potential of finite range and depth. Although we are 
concerned in this article exclusively with the ground­
state energy of a many-fermion system, it is some­
times helpful to understanding to consider a problem 
in the context of a larger one. This we shall do here by 

5 V. J. Emery, Nucl. Phys. 12, 69 (1959). 
• See K. A. Brueckner, in The Many-Body Problem, C. de Witt, Ed. 

(John Wiley & Sons, Inc., New York, 1959), pp. 47-154. 
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FIG. 1. Sketch of a typical pressure-volume diagram for a liquid­
vapor system. The dashed line is the coexistence curve. 

introducing a temperature. The ground state will be 
recovered in the limit as the temperature goes to zero, 
with the other relevant variables fixed. 

Interacting systems with interparticle potentials of 
the general type we are discussing are quite common 
in nature and have been much studied. The situation 
for nuclear matter, the understanding of which is one 
of the goals of this study, is seemingly unique in that 
it is a quantal Fermi system whose density is quite low 
compared to close-packed density. However, we shall 
argue that these features are merely details and that 
the reasonable expectation is that nuclear matter will 
fit into the general picture of cooperative phenomena. 

One of the most striking properties exhibited by 
an extremely wide variety of matter in bulk is that of 
change of phase-the boiling of water to form steam, 
for example. This phenomenon occurs at normal atmos­
pheric pressure. As we increase the pressure, the tem­
perature and density of the steam increases; finally, at 
a critical point (Pc, Tc, Pc) the density of water and 
steam become the same, and for higher temperature 
(or pressure) there is no longer a change of phase.7 

As one approaches the critical point from (for 
instance) higher temperature, various manifestations 
of the impending phase separation appear. A typical 
p-V diagram is shown in Fig. 1. The dashed line is the 
coexistence curve. For example, the density fluctua­
tions become very large when a liquid and its vapor 
are in equilibrium with each other below the critical 
temperature at the same pressure. (They have different 
densities. In the absence of gravity one expects to 
find 'various droplets of liquid dispersed throughout 
the volume.) This phenomenon is experimentally 

7 For a good recent review of the equilibrium theory of critical 
phenomena, clearly presented, the reader is referred to M. E. 
Fisher, Rept. Progr. Phys. 30, 615 (1967). 
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manifest as critical opalescence, i.e., the substance 
becomes cloudy. 

Another type of system which displays an exactly 
analogous behavior is a ferromagnetic crystal near its 
Curie or critical point where spontaneous magnetiza­
tion suddenly appears. Here the zero-field magnetic 
susceptibility becomes infinite at the critical point. 
One salient feature observed of critical points is that 
the singular physical behavior is represented by an 
analytic singularity in thermodynamic properties of 
these systems. A consequence is that a limit is set on 
the radius of convergence of ordinary perturbation 
theory by the existence of such a singularity. Any 
serious attempt to calculate the properties of many­
fermion systems must consider the possibility of such 
a singularity and take account of it. 

The argument that systems such as nuclear matter 
possess a two-phase region is quite straightforward. 
We start from the assumption that the many-fermion 
system is spatially homogeneous and that the energy 
is an analytic function of the density; then we show that 
this assumption leads to a contradiction. Consider a 
potential with a hard core plus an attractive part of 
strength, A = 1 -E, E > 0, where A = 1 is the strength 
required to produce a two-body bound state of zero 
energy. We will suppose that the pair-interaction 
volume is much larger than the hard-core volume. 
(In the nuclear case the range of interaction is at 
least 2t times the hard-core diameterS or a ratio of 
more than 15 in volume.) 

We can now imagine a configuration in which 
there are up to six interacting pairs per particle (face­
centered cubic arrangement) without an appreciable 
increase in the kinetic energy per particle. Conse­
quently, we expect to be able to obtain a negative 
many-body ground-state energy at a suitable density 
because of the relative many-body enhancement of 
potential energy over kinetic energy.9 (This effect is 
evident in the nuclear case from an examination of the 
experimental binding energy per particle among the 
light elements.10) However, it has been shown4.1l that 

8 See, for example, J. L. Gammel and R. M. Thaler, Phys. Rev. 
107,291, 1337 (1957). 

9 A more nearly rigorous proof can be given by dividing space 
up into equal cubes, each containing, say, 3 or more particles. If 
we then impose zero boundary conditions along the cube boundaries, 
we have restricted the class of wavefunctions allowed and hence 
possibly raised the ground-state energy. If we now drop the attrac­
tive intercube interactions and thicken the walls to take account of 
the intercube repulsive interactions, we reduce our problem to a set 
of finite problems which give an upper bound to the energy of the 
complete problem. The application of variational techniques [see, 
for example, N. Austern and P. lano, Nucl. Phys. 18, 672 (1960») 
now suffice to establish a negative eigenvalue for some intermediate 
density. 

10 See, for example, J. M. Blatt and V. F. Weisskopf, Theoretical 
Nuclear Physics (John Wiley & Sons, Inc., New York, 1952). 

11 K. Huang and C. N. Yang, Phys. Rev. 105, 767 (1957). 
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FIG. 2. Sketch of energy vs volume for the ground state of a many­
fermion system with attractive forces present. 

for very low density 

(Em) = Jik2 + J...aP + ... 
Nli2 5 F 37T F , 

where k F is the Fermi momentum and is proportional 
to the cube root of the density. Hence the energy is 
positive at very low density. By choosing A = 1 - E, 

the scattering length a is finite; although it is infinite 
for A = 1, which would vitiate this argument at that 
potential, a is finite and analytic for all 0 ~ A < 1. 
For high densities the energy per particle becomes 
indefinitely great as the available amount of attraction 
per particle is bounded (because of the hard cores and 
finite range and depth), but the repulsive kinetic 
energy from restricting the available volume is not. 
The energy curve for a spatially homogeneous system 
must look like Fig. 2. We shall assume that the 
energy curve varies continuously with temperature as 
T goes to zero for fixed density.12 

We now use the following rigorous result of statis­
tical mechanics. The Helmholtz free energy (per 
particle) is convex,13.14 

'Y(T, t(VI + v2) ~ t'Y(T, VI) + t'Y(T, v2), (2.1) 

with continuous derivative for all (nonzero) tempera­
tures. The Helmholtz free energyl5 is defined as 

'Y = E ~ TS, (2.2) 

where E is the internal energy (per particle), T the 
absolute temperature, and S the entropy (per particle). 
Now the entropy per particlel6 diverges to plus 
infinity like the logarithm of the volume in the limit 
of large volumes. We may now pick a temperature 
small enough so that, for all volumes in any given 
range between a lower limit greater than the jamming 
volume and less than some finite upper limit, 'Y is 

12 See the proof by J. M. Luttinger and J. C. Ward, Phys. Rev. 
118, 1417 (1960). 

13 D. Ruelle, Helv. Phys. Acta 36, 183, 789 (1963). 
14 M. E. Fisher, Arch. Ratl. Mech. Anal. 17, 377 (1964). 
15 See, for example, P. S. Epstein, Textbook of Thermodynamics 

(John Wiley & Sons, Inc., New York, 1937). 
16 T. L. HilI, Statistical Mechanics (McGraw-HilI Book Co., Inc., 

New York, 1956). 
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v_ 

FIG. 3. Free energy vs volume for a low-temperature many­
fermion system with attractive forces present. The dashed line is the 
convex hull or two-phase portion. 

within any preassigned distance of E as the entropy is 
bounded in that range. In the low-density (large­
volume) limit for any T> 0, however, 'Y tends to 
- 00 because E is bounded and S -+ + 00. This 
argument establishes a region where 'Y is positive. 
Therefore, the Helmholtz free energy under these 
assumptions fails to be convex, which is a contra­
diction. We conclude that the ground state is not one 
spatially homogeneous phase. We may, however, 
construct a convex'Y by taking the convex hull of the 
spatially homogeneous 'Y, i.e., by drawing the tangent 
line across the re-entrant portions, as in Fig. 3. This 
tangent line is realized by a two-phase system of 
suitable proportions of spatially homogeneous sys­
tems at densities A and B to construct the required 
intermediate density. 

Let us now consider our system at very high tem­
perature. By the correspondence principle,17 quantum 
effects become negligible and we may consider classical 
behavior. The attractive interaction energies, having 
a finite maximum, become inconsequential compared 
to the kinetic energies, and hence the possibility of a 
liquid-vapor-type phase change ceases to existl8 : if we 
imagine a liquid droplet formed, the attraction would 
be too weak to bind a particle having even the average 
kinetic energy and hence the droplet would immedi­
ately evaporate. We concluded, therefore, that, as 
there is a two-phase region for very low temperature 
and no two-phase region for very high temperature, 
there must be a positive least-upper bound to tempera­
tures for which two phases are possible. This tempera­
ture we call the critical temperature. Although we 
recognize that the boundary of the two-phase region 
could have a flat top (up as in Fig. 1), we will continue 
to treat the simpler case where the top is a single point, 

17 E. Wigner, Phys. Rev. 40, 749 (1932). 
18 There may still be a solid-fluid phase change at high density on 

account of the hard cores, but we are not presently concerned with 
this. See D. S. Gaunt and M. E. Fisher, J. Chem. Phys. 43, 2840 
(1965). 

which seems to be the usual circumstance observed in 
many analogous cases. 

Having established the existence of a critical tem­
perature, we may ask how its location varies as a 
function of the strength of the attractive part of the 
potential A. For weaker A there is less binding energy 
available and a stronger tendency for droplets to 
evaporate. Hence the critical temperature decreases as 
A decreases. When A is zero (hard cores only), there 
is no possibility of a liquid, as a droplet would have no 
binding energy at all. 

This argument implies the convexity of E at T = 0 
(except for a possible order-disorder transition at 
higher density). Hence, interpolating between A = 0 
and Fig. 2, there must be a greatest-lower bound to 
A'S which have nonconvex E vs v curves under the 
spatially homogeneous constraint. Consequently, 
there exists a critical potential 0 < Ac < 1 for which 
the critical temperature is exactly zero. There is a 
corresponding critical density Pc (or perhaps a range 
of densities). The significance of this critical point 
(Ac' Pc) in the (potential-strength-density) plane for 
fixed temperature (zero) is, as explained above, the 
reasonable expectation that it must be an analytic 
singularity, as is every other known critical point. 
We defer a discussion of the close similarity of known 
critical points to Sec. 4. 

From the foregoing discussion it is plain that the 
ground state of such a many-fermion system is a 
cooperative state which can rightly be considered as a 
liquid.19 Approximation procedures based solely on 
the assumption of a dilute gas-like system are not 
adequate as the density, rather than being low, is 
higher than critical density, which is the relevant 
density for the importance of higher-order cluster 
interactions. 

3. OTHER ANALYTIC SINGULARITIES OF THE 
GROUND-STATE ENERGY 

In a previous paper4 we argued that the analytic 
singularity in the energy as a function of potential 
strength which occurs when two particles are just 
bound (deutron for the nuclear case) continues to 
nonzero density and, in fact, forms a monotonically 
increasing curve in the k rA plane. The analytic struc­
ture of the ladder approximation to the energy as a 
function of potential strength for fixed density was 
established.3 •4 That such singularities should exist has 

19 For a description of the Bohr liquid drop model of the nucleus, 
see, for example, R. D. Evans, The Atomic Nucleus (McGraw-Hili 
Book Co., Inc., New York, 1955), Chap. 11, Sec. 3. The successful 
aspects have long been recognized to be the bulk properties, surface 
energies, separation energies, etc., which one would expect from 
either a classical or quantal liquid, which are, of course, just the 
aspects relevant to the present discussion. 
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long been recognized.5•20 The relevant question, in so 
far as a study of the ground-state energy of a many­
fermion system is concerned, is their location (in the 
krA plane) relative to the coexistence curve. If none 
of these singularities lie in the one-phase region, then 
they are, in principal, no impediment to the calcu­
lation of the ground-state energy. If, on the other 
hand, they intrude into the one-phase region, then 
they proscribe the calculation of the ground-state 
energy there. We have argued in the previous section 
that, for the type of potentials we are considering 
(see Sec. 2), the many-body effects which enhance the 
potential relative to the kinetic-energy contributions 
cause the many-body binding energy per particle to 
increase when the number of particles in the system 
does. Consequently, a weaker potential is required 
to cause a given binding energy per particle for a 
larger system than for a smaller one. Therefore we 
expect the two-body bound states which cause singu­
larities in the ladder approximation to occur for 
stronger potentials than saturation. 

We can give significance to the low-density terminol­
ogy of bound states by a discussion in the presence 
of a Fermi sea in terms of spatial homogeneity. In the 
low-density case the normalization of the wavefunction 
when two particles are close together (in a "bound" 
state) is proportional to v-t (v is volume), instead of 
llv, as it would be if they were uncorrelated. This 
region will persist as we increase the density of the 
surrounding Fermi sea. The effect ofthe presence of the 
Fermi sea21 is to prevent the occurrence of most of 
the low frequencies in the wavefunction. They21 say 
that it "heals" quickly; however, the amplitude of the 
"healed" (undisturbed frequency) portion of the 
wavefunction will differ from that of the unperturbed 
wavefunction when there is a spatially inhomogeneous 
portion present, as there will be a nonzero fraction of 
the total normalization in the correlated portion. 
As the density of the Fermi sea is increased, finally 
one must use such high frequencies (high kinetic 
energies) to construct the wavefunction that it be­
comes energetically unfavorable as compared to the 
spatially homogeneous state. (See Fig. 4 for the path 
followed in this argument in the A-kF plane.) Since 
the 3-, 4-, etc., body scattering matrices appear22 as 
part of the energy expansion, one finds the same 
phenomena there as in the two-body case. An analytic 
singularity will occur in the nobody scattering matrix, 
where the spatially inhomogeneous case (normaliza-

20 R. Balian, The Many-Body Problem, C. Fronsdal, Ed. (W. A. 
Benjamin, Inc., New York, 1962), p. 286. 

21 L. C. Gomez, J. D. Walecka, and V. F. Weisskopf, Ann. Phys. 
(N.Y.) 3,241 (1958). 

'2 H. A. Bethe, Phys. Rev. 138, B804 (1965). 

kF 

FIG. 4. Path in the J. - kp plane which leads to the occurrence of 
a spatially inhomogeneous (two-body) portion of the many-body 
wavefunction. The jagged line is a line of singularities (fixed I). 

tion of the wavefunction when all particles are remote 
from each other decreases) becomes more favorable 
than the spatially homogeneous case. If we consider 
the limit as n becomes infinite for the nobody scattering 
matrix in a sea of fixed density, the location of 
the singularity will be the coexistence curve-as the 
breakdown of spatial homogeneity (one phase) is the 
definition of a liquid-vapor coexistence curve. Con­
sequently, we conclude that the coexistence curve is a 
limit point of singularities of subsequences which 
occur in the complete energy. Fortunately, as we have 
discussed above, the limit, for potentials of the sort 
we are treating, is approached from the more strongly 
attractive side, and we are not barred, in principle, 
from computing the energy on the coexistence curve 
from the less strongly attractive side. 

Whether or not the coexistence curve is a line of 
singularities of the analytic function 

00 

t(kF , A) = I lim NenAn
, (3.1) 

- n=O N .... oo 
as well as 

00 

Eoo(kF , l) = lim .2 NenAn, (3.2) 
N .... oo n=O 

is clearly of crucial importance to any attempt to 
compute the energy on the coexistence curve. Kat­
sura23 has examined a classical model and shown that, 
in spite of Yang and Lee's24 results on (3.2), it is 
doubtful whether the singularity of (3.1) coincides with 
the irregular point of (3.2). One of US25 has given 
numerical evidence to indicate that, except at the 
critical point itself, the coexistence curve does not 
contain singularities of (3.1) at least for the nearest­
neighbor, Ising-model lattice gas. Katsura26 has gone 

23 s. Katsura, Progr. Theoret. Phys. (Kyoto) 11, 476 (1954); 23, 
390 (1960), and references therein. 

•• C. N. Yang and T. D. Lee, Phys. Rev. 87,404,410 (1952). 
25 G. A. Baker, Jr., Phys. Rev. 161, 434 (1967). 
26 S. Katsura, Progr. Theoret. Phys. (Kyoto) 13, 571 (1955); also 

see his review article Advan. Phys. 12, 391 (1963). 
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even further for the long-range, Huisimi-Temperley 
model and proved that the coexistence curve is not a line 
of singularities. Sait027 shows that the singularities of 
(3.1) very likely correspond to the end of supersatura­
tion. By a method of an electrostatic analog with the 
use of image charges, he demonstrates for the Huisimi­
Temperley model that the critical point is the only 
singularity on the coexistence curve. This result is in 
accord with our numerical results mentioned above 
for a different model. 

To illustrate these results we have calculated the 
ladder approximation to the energy by the usual 
methods.2 The location of the singularities are deter­
mined as the nearest zero of the determinant of the 
matrix approximation to the integral equation [Eq. 
(5.9) of I] for the wavefunction. This zero will be an 
approximation of the edge of the cut derived pre­
viously [Eq. (4.18) of III]. 

In order to locate which values of the parameters 
correspond to the singularity, we start with a differ­
ential form of the K-matrix equation [(3.8) subject to 
(3.3) of II]: 

(3.3) 
with Hr the relative coordinate kinetic energy and V 
the potential energy when the wavefunction w must 
be expanded in terms of 

exp [ik. r], 

lip + kl > kF' Itp - kl > kF · (3.4) 

The p and k are given in terms of the two-hole 
momenta m and n as 

k = Hm - n), p = m + n. (3.5) 

Inspection of (3.3)-(3.5) reveals that the smallest 
energy gap between the right-hand side of (3.3) and 
the smallest Ikl allowed by (3.4) to be closed by the 
attractive part of the potential to form a "bound" 
state occurs when 

(3.6) 

Hence the usual K-matrix equation (in terms of a 
coordinate-space wavefunction) becomes2 

ukl(r) = j/(kr) - ~ (00 Gkl(r, r') V(r')ukl(r')(r,)2 dr', 
7T Jo 

(3.7) 
where, for condition (3.6), 

lkP+(kP2-k
2)t kIf dk" 

Gkl(r, r') = !Mk"r)jlk"r') 
k 2(k~ - k2

) 

1
00 k,,2dk" + . (k"r) . (k"r'). 

2 2 1 k,,2 k211 11 kF+(kp -k )~ -

(3.8) 
.. N. Saito, J. Chern. Phys. 35, 232 (1961). 

The limit as k -+ k F requires special attention. In 
fact, we will find it necessary to reorganize the sum­
mation of the energy series on this account. In addition 
to the clustering-type singularities previously men­
tioned, there also occur "Emery singularities." Emery 
has shown5

•
28 that a singularity occurs when 

(3.9) 

where 1jJ is the solution of an integral equation with 
Gkl(r, r') replaced by [Eq. (42) of Ref. 5] 

F = G + (kFI vGv IkF) Ik )(k I 
l(kFI v IkF )1 2 F F 

Gv IkF)(kFI IkF)(kFI vG 

(kFI v IkF) (kFI v IkF) , 

11jJ) = IkF ) - Fv 11jJ), (3.10) 

where 

(rl G Ir') = ~ (00 dk k
2
i1(kr)iI(kr') - k~UkFr)jlkFr') 

7TJkP k 2 
- k~ 

(3.11) 

and IkF) = NkFr). These singularities of the ladder 
series, in general (for the type of potential we are 
considering), occur for weaker potentials than do the 
clustering type (k = 0). In the low-density limit, (3.9) 
corresponds t028 

(3.12) 

where br is the phase shift of the corresponding 
Schrodinger equation. If we use a potential 

v = +00, r < c, 

= - W, c < r < d, (3.13) 

= 0, d < r, 

then it is easy to compute asymptotically for 1 large 
that 

d2Wm 
tan b (k) IX - ---

I (21 + 3)/i2 

+ (~r+1[21 + 1 + ~d2~ml (3.14) 

For large I the first term dominates as c < d, forcing 
tan b!(k) negative no matter how weak W may be. 
Thus, at low density the ladder series has an "Emery 
singularity" for 1 large enough with any attractive 
force at all. We have followed these singularities 
numerically to higher density, and while they move 
to stronger potentials with increasing density, as we 
expect, there is always another for high enough I so 

28 V. J. Emery, Nucl. Phys. 19, 154 (1960). 
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that the entire attractive potential region of the 
(k F' A) plane is filled with "Emery singularities" of 
the ladder series. 

However, these results do not tell the whole story. 
If we examine the rate of approach of the potential 
V.(k) for which we have a singularity to V.(kF), we 
find that 

V.(k) "" V.(kF) - wj[log (l - kjkF)]. (3.15) 

As I increases, so does w. The region in which V,(k) 
is lower than V.(O) is very tiny. 

For example, from the relation between kF and the 
volume per particle we can compute that the average 
level spacing is 

and hence we expect, for a macroscopic sample, that 
the smallest that the argument of the log in (3.15) can 
be is about 10-24 • We have computed the singularity 
curve of the K matrix for a potential with a hard core 
and attractive square well [see Eq. (3.43) below] for 
b = 4a. In that case for 1= 0, kF = 1.0, V.(O) "" 4.3, 
there is a maximum near kjkF = 0.7 of V.(O.7) "" 10.2 
and Vs{l) = 3.2. However, for a macroscopic-sized 
system V.{l - 10-24) "" 4.0, a long way from the 
limit as k -+ k F! As I increases, the strength of po­
tential needed to cause a singularity is generally more 
attractive, except for k = kF' where, as we saw, it 
is less so. The region around k = k F, where Vs(k) is 
less than Vs(O), decreases in size very rapidly. It is 
hard to ascribe much relevance in the physical world 
to a phenomenon which seems to require a much vaster 
than normal macroscopic-sized system for its existence. 

Brueckner and Gammel29 made the simple approxi­
mation of adding a small excitation energy to the 
denominator of the Green's function [our Eq. (3.8), 
for example] as a numerical expedient to prevent an 
infinity in their numerical work. We have checked that 
this procedure has the effect of moving V.(kF) well 
above (in most of the type of cases we are considering) 
V.(O). 

We know very well that for certain potential shapes 
(potential of one sign) the energy is indeed singular in 
the presence of any attraction at all-the well-known 
nuclear collapse problem. This consideration suggests 
to us that the ladder series may be giving a "shape­
independent" approximate description of the nuclear 
collapse phenomenon. For the potentials we are con­
sidering, we know that it is the "excluded-volume" 
effect of the hard cores in the many-body problem 
which prevents this collapse. (In any event, it does not 
seem relevant to the size of systems we are attempting 

•• K. A. Brueckner and J. L. Gammel, Phys. Rev. 109, 1023 (1958). 

to treat.) We therefore conclude that a different 
summation procedure than those based on the K 
matrix is required to make a valid singularity-free 
calculation of the many-body energy. 

We propose to rearrange the energy series in 
powers-not of Brueckner's K matrix as has been 
done, but in powers of a closely related matrix which 
we will call R. The reason that the ordinary potential­
strength expansion was rearranged into powers of K 
was to enable one to treat potentials with an infinite 
repulsive core. This feature must clearly be retained. 
The usual K matrix (in ladder approximation) is given 
by (5.7), (5.9), and (5.10) of 1. They are 

21
00 

Klk) = - jl(kr)V(r)ukZ(r)r
2 dr, 

7T 0 
(3.16) 

where 

ukZ(r) = Nkr) - 1 roo GkzCr, r') V(r')ukZ(r')r,2 dr' 
7T Jo 

(3.17) 
and 

G (r r') = roo k,,2 dk"iz(k"r)iz(k"r') F( kIf) 
kZ, Jo k,,2 _ k2 p, (3.18) 

with p the center-of-mass momentum, k the relative 
momentum,jz(x) the usual spherical Bessel functions, 
and F(p, kIf) a function which represents the effect 
of the Pauli exclusion principle. The low-density 
limit of the many-body energy 

flE = 3 If dk dp 
(27TkF)3 

Ih+kl:5kp 
l!p-kl:5kp 

X t (21 + 1) G ~ :~~n) KI(k) (3.19) 

has been shown4.1l to be proportional to the scattering 
length 

a = tan 150(0) = Loo V(r)uoo(r)r2 dr. (3.20) 

This result corresponds to the standing-wave normal­
ization for the wavefunction.6 •3o 

If we introduce the Green's function 

~klr, r') 

= roo dk" [k"~zCk"r)jz(k"r') - k2jzCkr)iz(kr')] 
Jo k"2 _ k2 ' (3.21) 

then there is no singularity in the integrand at k" = k. 
We may, following usual procedures,3o evaluate (3.21). 
It is 

(3.22) 

30 T. Y. Wu and T. Ohmura, Quantum Theory of Scattering 
(Prentice-Hall, Inc., Englewood Cliffs, N.J., 1962) . 
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where r < and r> are the lesser and greater of rand r' , and 
respectively. This is exactly the standing-wave3o 

Green~s function. The form (3.21) is well defined for 
K (k) _ RI(k) 

I - 1 + (tTl - ti)RI(k) , 
(3.31) 

all k's and is also suitable for the inclusion of the 
Pauli exclusion principle. We therefore introduce 

Gk!(r, r') 

= roo dk" [k,,2j!(k"r)Nk"r') - k
2
Nkr)j!(kr')] F( kIf) 

Jo k,,2 _ k2 p, 

+ ti(p, k)Nkr)j!(kr'). (3.23) 

Form (3.23) of G can now be well defined for all k 
and p, not just those in the Fermi sea as was the case 
for (3.18), by extending the definition of F(p, k") to be 

F(p, k") = 1, tp - kF> kIf, 

= 0, (k,,2 + !l)l < kF' 

= 1, k" - tp ~ kF' 
k,,2 + t 2 _ k2 

= P F, otherwise. (3.24) 
k"p 

The second term ti(p, k) is arbitrary provided it 
vanishes when kF does. We choose ti = k2jkF (k < 
kF ) as a simple function which minimizes the differ­
ence between' G and G. 

We wish to expand the solution of (3.17) in terms of 
the solution of 

uk!(r) = Nkr) - ~ roo Gk!(r, r')V(r')uk!(r')r,2 dr'. 
7T Jo 

(3.25) 

To do this, we observe that (3.17) can be rewritten as 

ukl(r) = Ajz{kr) - ~ roo Gk!(r, r') V(r')ukl(r')r,2 dr', 
7T Jo 

(3.26) 
where 

A = 1 + ~[ioo k
2 

dk" F( kIf) - ti( k)] 
k

,,2 k2 p, p, 
7T 0 -

x [100Nkr')V(r')ukl(r')r,2 drJ (3.27) 

Thus, solving for A, we get 

[ 1 100 J- l 

A = 1 + -; (Tl - 2ti) 0 Nkr')V(r')ukl(r')r,2 dr' 

where we use the notation of III: 
(3.28) 

100 k2 dk" 
Tl = 2 2 2 F(p, kIf). 

o kIf - k 
(3.29) 

Hence, 
(3.30) 

where we define the diagonal elements of the R 
matrix as 

RI(k) = ~ r oojl(kr) V(r)ukl(r)r
2 dr. (3.32) 

7T Jo 
The Emery singularity arises in (3.31) if RI < 0, as 
Tl can be arbitrarily large. From (3.31) the expansion 
of KI(k) in powers of the R matrix is quite straight­
forward: 

K!(k) = Rz(k) - (tTl - ti)R~(k) 

+ (tTl - ti)2R~(k) + .. '. (3.33) 

If we substitute (3.33) into (3.19), then, as Tl diverges 
only logarithmically, the integral of every power is 
convergent; hence the expansion of dE (ladder) is 
well defined in powers of the R matrix, provided R 
itself is defined. The coefficients of the expansion, of 
course, are divergent like (n I). This divergence is the 
same as that for K in powers of Vi. This similarity in 
divergence rates follows from the fact that, as 
G(r, r') VCr') is bounded for V(r) bounded and of 
finite mass, R must have a finite radius of convergence 
when expanded in powers of the potential strength. 
In the low-density limit we see that R has the standing­
wave singularity of tan 61(k). These are well known to 
correspond to the occurrence of a two-body bound 
state. 

To inquire whether the complete energy series can be 
resummed by this procedure, we have examined the 
K-matrices which result from the ladder-type inser­
tions to convert all possible types of V vertices (see 
Fig. 2 of Ref. 1) into K vertices. They can be divided 
into two relevant categories. The first category com­
prises those in which the higher-order ladder insertions 
either begin or end with an E or F vertex (number of 
excited states changes by ±2). In this situation 
Hugenholtz31 has shown that the sum over all "time 
orders" gives an effective denominator which has no 
contribution from the excitation of the Fermi sea. 
Here we require only nondiagonal K matrices, which 
can be obtained as 

(k'i K Ik) = (k'i R! Ik) (3.34) 
! 1 + (trl - ti)RI(k) , 

where we define 

(k'i Rzlk) = ~ 100Nk'r)V(r)uk!(r)r2 dr (3.35) 
7T 0 

31 N. M. Hugenholtz, in The Many-Body Problem, C. de Witt, Ed. 
(John Wiley & Sons, Inc., New York, 1959), pp. 1--46. 
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and the expansion of (3.34) is analogous to that of (3.33). The other category comprises all the others. 
For these the denominators include an excitation of the Fermi sea. The integral equation for the K-matrix 
wavefunction is now (3.17), but with 

G (r r') =1"" k,,2 dk" iz(k"r)iz(k"r') F(p k" k q) (3.36) 
kaZ , 0 k,,2 _ k2 + qS ' , , 

instead of (3.18). The Pauli-principle function is such that the denominator is nonnegative definite where 
F:F 0; however, kZ - q2 may be positive or negative. To handle these cases we introduce 

Then, if we define 

(k'i Rl Ik) = L'°iz(k'r)V(r)~k.a.!(r)r2 dr, 

(k'i R21(k2 - q2)!) = L""jz(k'r)V(r}l'lk.a.!(r)r2 dr, 

(3.38) 
where 

~kaz(r) = jz(kr) - L"" Gka!(r, r')V(r')~kqZ(r')r'2 dr', 

'l'Jka!(r) = ;z[(k2 - q2)!r] 

- 1'X) Gka!(r, r') V(r')'l'Jkaz(r')r'Z dr', (3.39) 

for the wavefunction corresponding to (3.36) we can 
write 

ukaz(r) = ~kaz(r) 

where 

'YJkaz(r) «k2 
- q2)!1 Rl I k) L(p, k, q) 

1 + L(p, k, q) «k2 _ qZ)!1 Rzl(k2 _ q2)!) , 

(3.40) 

L(p k q) =1"" (k
Z 

- q2) F(p k" k q) dk" - {j , , k,,2 k2 2 ' , , , 
o - + q 

k2> q2, 

(3.41) 
Hence 

(k'i Ka Ik) 

= (k'/ Rl /k) 

(k'i Rzl(k2 - q2)!)«k2 - q2)!1 Rl Ik) L(p, k, q) 

1 + L(p, k, q) «k2 _ q2)tl R21(k2 _ q2)t) 

(3.42) 

which leads directly to an expansion of Ka in powers 
of Rz• The Emery singularities are here seen to be 

associated with «k2 - qZ)tl R2 1(k2 - q2)!) = 0, which 
are analogous to those for an unexcited Fermi sea. 

We now turn to an investigation of the singularity 
structure of the R matrix. We have computed the 
smallest positive zeros in A of the determinant of (3.25) 
for the potential 

V(r) = 105, 0 ~ r < a, 

= !(V(a+) + V(a-» , r = a, (3.43) 

= -1T2a2j(2(b - a»2, a < r ~ b, 

where we have used b = 4a and b = 2a. The results 
are presented in Figs. 5-8. The reader will note in 
Figs. 5, 6, and 7 the location of singularity in the R 
matrix. We have argued that this singularity should, 
in an n-particle cluster in the limit as n becomes 

O.OL----..L----"-----'------...! 
0.0 0.5 1.0 

k/kF 

FIG. 5. The potential strength V. corresponding to the closest 
singularity of R plotted as a function of k/kp for k, = 0.75 for the 
potential (3.43) with b = 4a. The curves are for different values of 
the angular momentum I. 
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VI 

4.0 l=3 

t'2 

t= I 
2.0 

2'0 

0.~.LO-----'---0:-'-.5---...l---.....J1.0 

k/kF 

FIG. 6. The potel1tial strength V. corresponding to the closest 
singularity of R plotted as a function of klkp for k p = 0.75 for the 
potential (3.43) with b = 20. The curves are for different values of 
the angular momentum I. 

infinite, approach the saturation minimum. We inter­
pret this discrepancy as an indication that interacting 
pairs are still a far from adequate description of the 
infinite case. We have, as a check on the reasoning 
after (3.5), also, of course, computed throughout 
the interior of the Fermi sea by the usual procedures2 

as applied, however, to (3.25). All the mesh spacing is 
the same as in I, except we have used an r mesh of 
0.05b for a total of 20 points. 

Clearly, potentials of the form we have been dis­
cussing are not the only interesting possible forms. 
If we place an electron in a polarizable lattice, the 
positively charged lattice distorts to surround the 
electron with positive charges. Beyond this is left a 
band of surplus negative charges.32 If a second 
electron is introduced, it will experience at close 
distances repulsion, followed by attraction, followed 
again by repulsion. These considerations lead us to 

10.0r-----,-----.---..----, 

I 
7.0 FIG. 7. The po­

tential strength cor­
responding to the 
closest singularity of 
R plotted as a func­
tion of k p • Curve I is 
potential (3.43) with 
b = 4a; curve II is 
potential (3.43) with 
b = 2a; curve III is 
potential (3.44). 

0.0 

N 

'" Z 
N .... 

~ -1.0 

'" 

-2.07--......... ---:-'-::----J.---,J 
~o 2~ 

kfa 

FIG. 8. The energy as a function of k p in R-matrix approximation. 
Curve I is potential (3.43) with b = 4a and A = 1; curve II is 
potential (3.43) with b = 2a and A = 1. 

also consider potentials of the form 

Ma2 V(r)/h2 = 105, 0 ~ r < a, 

= -2.7697663 + t105, r = a, 

= -5.5395326, a < r < 2a, 

= -1.3848832, r = 2a, 

= 2.7697663, 2a < r ~ 40, 

(3.44) 
which just has a bound state. of energy zero. 

We show in Figs. 7 and 9 the location of the singu­
larities and the R-matrix approximation to the energy. 
[We remark that the K-matrix energy very likely 
exists for this type of potential, as can be seen from 
calculations analogous to (3.14).] There is no sign of 
many-body saturation. The physical reason is simply 
that two-body pairs are easier to form than many­
body clusters because in the many-body clusters the 
long-range repulsion raises the energy too much. 
Consequently, the two-body scattering-matrix singu­
larity lies above that of the "normal" ground state 
and prevents its calculation by perturbation theory. It 
is just this sort of inversion of the singularities of 
E()', kF ) 'Yhich allows 4 differently organized ground 
state from the "normal" one and permits the existence 
of superconductivity and superfluidity. In terms of this 
type of understanding (i.e., in terms of the coordinate­
space potential) and as the He-He interaction33 can 
be satisfactorily fitted without a longer-range 
repulsion (nor has anyone, to our knowledge, sug­
gested that it should have a longer-range repulsion) 

32 J. Friedel, Advan. Phys. 3, 446 (1954). 
aa S. Y. Larsen, Phys. Rev. 130, 1426 (1963). 
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20.01..-----,-----r---,....------. 

N~ 10.0 
z 

.i' 
a 
2 
\oJ 

0.0t--...-::.::...----I-------J 
I 

I 

0.0 2.0 

kFo 

. FIG. 9. The. energy as a function of kp in R-matrix approxima­
tIOn. Curve I IS for V = 0.75 and starts at k p = 0; curve II is for 
V = 0.85. There is a small positive portion 0 :s:: kpa :s:: 0.25+ and 
then it starts again for kpa < 0.75. The missing portion results 'from 
the dip in Fig. 7. Curve III starts at kpa < 1.25. The other values 
are excluded by the singularities shown in Fig. 7. 

we predict that 3He does not have a superfluid phase, 
contrary to the suggestions of some.34- 36 We note 
that, in fact, Pitaevskii34 only argues that the exciton­
exciton interaction is attractive for large momenta 
and distances. However, since the system is quantal 
and not classical, this result is only necessary and 
not sufficient for the formation of Cooper pairs 
(leaving other considerations aside). Brueckner et al.36 

explicitly assume (with Bardeen, Cooper, and 
Schrieffer37) that the effective interaction potential is 
a very narrow function in momentum space. This 
behavior corresponds to an oscillating potential in 
coordinate space. As we have explained above, this 
approximation is not too unreasonable for an electron 
in a polarizable lattice, but the physically e~sential 
feature is lacking in the He-He interaction. The 
calculation of Emery and Sessler36 cannot be relied on, 
because they have not produced a solution to the 
minimization of the free energy for their model 
Hamiltonians. They have not, as they say, used their 
Eq. (10) to calculate a consistent form of the effective 
energy spectrum. If this procedure is used, rather than 

3« L. P. Pitaevskii, Zh. Eksp. Teor. Fiz. 37, 1794 (1959) [Sov. 
Phys.-JETP 10, 1267 (1960)]. 

3. K. A. Brueckner, T. Soda, P. W. Anderson, and P. Morel, 
Phys. Rev. 118, 1442 (l960). 

36 V. J. Emery and A. M. Sessler, Phys. Rev. 119, 43 (l960). 
37 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 108 

1175 (1957). ' 

an experimental value deduced from the physical 
system as a whole, then the nature of their funda­
mental equation (14) appears to change rather 
dramatically. 

We remark that there may well be other singularities 
implicit in the energy series, since the subsequences we 
have considered do not by any means exhaust all the 
terms of that series. It is even possible (though we do 
not think so because of the physical interpretation) that 
the singularities corresponding to two-, three-, ... , 
body binding which we have found are canceled by 
other terms in the series-although as Ii is arbitrary, 
we may not have accurately located them. 

4. MODEL THEORIES 

In view of our arguments in a previous section (that 
the ground state of a many-Fermion system inter­
acting through a potential with a repulsive core and 
short-range attraction must be viewed as a cooperative 
liquid-vapor system possessing a critical point) and in 
view of recent results38 on scaling laws (arguing the 
detailed universal behavior of properly reduced 
critical phenomena going in scope and detail beyond 
the familiar law of corresponding states15), it seems 
natural to turn our attention to more mathematically 
tractable model theories in order to assess the practi­
cality of various procedures for the calculation of 
many-Fermion ground-state saturation properties. 
The results of scaling laws also receive wide experi­
mental38- 40 confirmation and, while they lack some 
details, l yet they clearly give an excellent first approxi­
mation. The classical methods of studying liquid-vapor 
systems have recently been surveyed by Levesque41-

in particular, the integral-equation approach. He finds, 
among other things, that in the region of the liquid 
coexistence curve (just the region we are interested 
in) none of the equations proposed so far is satis­
factory. The procedures which have been successful 
so far have been Monte Carlo ones. 

The computation of the internal energy by various 
integral equation methods is reasonably accurate, but 
the computation of the pressure (and hence the location 
of the coexistence curve) is very poor. 

The most straightforward approach to the many­
body problem is that of Brueckner.6 He shows that the 
expansion in the interaction potential may be re­
expressed in terms of an expansion in powers of K, 
the two-body scattering matrix. The advantage is that 

38 For a review see L. P. Kadanoff et al. Rev. Mod. Phys. 39 
395 (1967). ' , 

39 M. S. Green, M. Vicentini-Missoni, and J. M. H. L. Sengers, 
Phys. Rev. Letters 18, 11 J3 (l967). 

40 P. Helier, Rept. Progr. Phys.30, 731 (l967). 
" D. Levesque, Physica 32, 1985 (1966). 
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hard-core potentials leave K finite and, hence, not a 
priori intractable in perturbation theory. (We have 
seen previously3 that it is likely that an analytic 
singularity exists in an expansion in terms of ').K at 
'). = I, the hard-core point, but it may not necessarily 
prevent calculation.) We do not consider Brueckner's6 
further resummation of "self-energy" terms for 
reasons brought out before.2 [The treatment of 
the "off-energy shell" propagation is such that the 
opposite sign is obtained for the correction to the 
fourth-order (the first order in which this approxima­
tion appears) ladder diagram for low density. This 
error severely affects the numerical content of the 
Brueckner theory.] The idea has gained currency that 
the K-matrix expansion is a low-density one4.42-46; 
however, as we have seen above, the existence of the 
two-phase region in the (').-kF ) plane means that an 
approach based on a low-density basis alone could 
not be expected to be valid. This situation is in marked 
contrast to the case of purely repulsive forces, where 
it has been found4 to be a good one. 

In our opinion a more fruitful viewpoint is the 
analog between the K expansion (modified by us as 
the R expansion) and the classical Mayer f expansion 
articulated by Bloch,47 who has also extended the 
work to nonzero temperature. We define 

fer) = e-/JV(r) - 1, (4.1) 

where VCr) is the classical interaction energy and 
f3 = l/kT. The configurational part of the partition 
function is 

e-/JIV(rij) = II {I + ').f(rii)} 

= 1 + '). '2,f(r;;) + ').2 "2J! + . .. (4.2) 

for '). = I; hence, all the various thermodynamic 
properties can also be so expanded. We have defined 
(analogous to Brueckner's6 K) the R matrix as 

R = V - VGR, (4.3) 

where V is the two-body interaction matrix and G 
the Green's function with the Pauli-principle effects 
of the Fermi sea included. Some of the points of 
analogy between f and R expansions are: Both are 
selective resummations of the expansion in terms of 
the interaction potential; both treat the case of infinite 
repulsive potentials without the introduction of ex-

41 N. M. Hugenholtz, Physica 23, 533 (1957). 
al B. D. Day, Rev. Mod. Phys. 39, 719 (1967). 
" R. Rajaraman and H. A. Bethe, Rev. Mod. Phys. 39, 745 (1967). 
U B. H. Brandow, Rev. Mod. Phys. 39, 771 (1967). 
" K. A. Brueckner, in 1965 Tokyo Summer Lectures in Theoretical 

Physics-Part 1, Many-Body Theory, R. Kubo, Ed. (W. A. Benjamin, 
Inc., New York, 1966), p. 152. 

a7 C. Bloch, in Studies in Statistical Mechanics, J. de Boer and G. 
E. Uhlenbeck, Eds. (John Wiley & Sons, Inc., New York, 1965), 
Vol. III. 

plicit infinities; both give the low-density limit from 
the first term of the expansion; both can (though they 
are not always used in this way) start from the non­
interacting state of a given (nonzero) density as the 
basis of the perturbation expansion. The expansions 
differ in the details of the system studied (classical at 
finite temperature as a function of AfkT vs quantum at 
zero temperature as a function of ').Mc2/1i2) , but, as we 
pointed out above, there is great similarity in the 
critical behavior of a wide range of systems. It can be 
argued also that the zero-point energy of a Fermi 
system acts much as a temperature. We, of course, 
recognize that model calculations are useful only in 
so far as they extract the salient features; we have not 
demonstrated that this is so, but rather present it as a 
classical context in which to view the· many-fermion 
problem with attractive potentials. 

We choose as our model the lattice gas introduced 
by Yang and Lee.24 This model, briefly, is for the 
configurational part of the partition function. The 
gas atoms are constrained to sit on the sites of a space 
lattice, no more than one per site. The adjoining 
atoms can have an attractive interaction energy. The 
series we mentioned above and related ones have been 
much studied.48.49 

The most extensive data available are those of 
Rushbrooke and Scoins50 for open lattices for the 
Ising model. They define two quantities 

In A = p(1 - '2, _k_ Pkl) , (4.4) 
k2:1 k + 1 

In Cit = In p - z In 'YJ - L Pkl, (4.5) 

where z is the lattice coordination number, p the 
density (number per site) of a lattice gas, and 

f= ",-2 - I (4.6) 

is analogous to (4.1) above. In terms of the standard 
transcription to the lattice gas,!6 we have 

p/kT = In A, (4.7) 

Cf>/kT = 2v21n '" + In Cit, (4.8) 

'Y/kT = 2v21n '" + In Cit - In A/ p, (4.9) 

where p is the pressure, Cf> the Gibbs free energy per 
particle, and'Y the Helmholtz free energy per particle. 
As usual, 

'Y = V - TS, 

a O'Y/ Cf> = 'Y + pip = -(p'Y)IT' P = p2_ . 
Op Op T 

(4.10) 

'" s: Katsura, Progr. Theoret. Phys. (Kyoto) 20, 192(1958) and 
references therein. 

'" R. A. Farrell, T. Morita, and P. H. E. Meijer, J. Chern. Phys. 
45, 349 (1966). 

50 G. S. Rushbrooke and H. I. Scoins, J. Math. Phys. 3, 176 
(1962); 4, 998 (1963). 
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As we remarked before, 'I" is necessarily a convex 
function [Eq. (2.1)] of the volume, 1/ p. The coefficients 
{3k are tabulated by Rushbrooke and Scoins50 and are 
polynomials in f This fact allows us to re-express 
(4.4)-(4.5), and thus (4.7)-(4.9), as power series in f 
with coefficients which are polynomials in p. The 
expansion for 'I" is 

'I" p/kT = [p In p + (1 - p) In (1 - p)] 

00 (2n - 1)!r 
- 2V2.L s...:_..:.::..!....:...:!.-.. 

n=1 n! (n - I)! 

[n-l(n_l) (_pt+r+l ] 

x r~o r (n + r)(n + r + 1) 

- iAf4l - tBPl - (tD + C)f
6l 

- tCf6l- (tF + E)Fl- tEFl 
- (tG + H + tK)P/- (tH + G)f

8l 
- tGf8y6 - (5L + M + tN)f9y9 
- (L + iM)f9/- tLPl + .. " (4.11) 

where y = p(l - p). The constants V2 , A, ... , N are 
the Rushbrooke-Scoins parameters, which they do not 
tabulate completely, but do give all information 
necessary to obtain them. We list them in Table I. 
(We abbreviate the lattice structures, body-centered 
cubic, and simple cubic by B.C.C. and S.C.; respec­
tively.) It will be noted that, except for the coefficient 
of V2 , 'Y p is a function of y alone. The symmetry can be 
shown to be complete if we subtract 2v2P In Cn) from 
'I" p/kT. As n oc exp (J/kT) with J a constant, this 
changes 'I" by a constant only. However, it spoils the 
low-density behavior in that a finite number of powers 
of f now give a progressively better approximation in 
the low-density limit. Terms through f4 are good to 
p\f6 to p5,f8 to p6, etc. The symmetry in p and 1 - P 
is a reflection of spin-up, spin-down symmetry in the 
Ising model and cannot be expected in realistic gases. 

The lattice-gas model has one advantage over the 

TABLE I. Rushbrooke and Scoins parameters. 

Lattice B.C.C. S.C. 

11, 4 3 
A 48 12 
B -480 -120 
C 60 0 
D 3408 924 
E 288 108 
F -33264 -7476 
G 162 0 
H -14238 -1890 
K 378408 62940 
L 896 56 
M 181280 21616 
N -4033584 -535032 

more realistic case in that the hard cores are automati­
cally taken care of, whereas they still represent a 
complication in a realistic case. 

We need to solve for the coexistence curve (for 
fixed f). This can be done through the usual Gibbs 
double-tangent construction to '1". That is to say, 
we construct the convex hull of 'I" as a function of the 
volume, 1/ p. Alternatively, we can proceed analyti­
cally by means of the equations 

!1p = PUquid - Pgas = 0, 

!1<I> = <I>UqUid - <I>gas = 0, 

(4.12) 

(4.13) 

which are entirely equivalent to the double-tangent 
construction, and simply state that the pressure and 
the Gibbs free energy are constant throughout the 
two-phase region. It is convenient to our purposes to 
replace (4.13) by 

!1(<I> - 2p) = 0, (4.14) 

which is equivalent by (4.12). Now <I> - 2p is a 
function of p throughy alone, and hence we must have 

PUquid + Pgas = 1. (4.15) 

Hence we may replace (4.13) by (4.15). If we eliminate 
Pgas from (4.12) by (4.15), from (4.8) and (4.14) and 
the symmetries of In IX we derive in an obvious 
fashion that the equation for coexistence curve is 

In IX = 0 (4.16) 

in Rushbrooke and Scoins50 notation. We remark that 
very accurate results for the coexistence curve can be 
obtained through the use of Pade analysis of the low­
temperature expansions of Sykes, Essam, and Gaunt51 

and the previous location of the critical point. 7 

Therefore we have used these to calculate the densities 
which correspond to f values, which in turn corre­
spond approximately to Tc, 0.9Tc' 0.8Tc, 0.7Tc, 0.6Tc' 
and 0.5Tc. We have summed the series through the 
highly effective Pade approximant method.52 In Table 
II we have tabulated the approximate values of f at 
each density. We also list the value of f from which 
the density was computed, 51 except for the critical 
point which was determined otherwise. We emphasize 
the early approximants formed from few terms (as 
are these) are most closely analogous with what is 
possible in the many-fermion case. We have tabulated 
only the results for the liquid side of the coexistence 
curve, since, by the aforementioned symmetry of 
In IX, the gaseous results are identical. We see that 
while the very earliest approximations are rather wide 

51 M. F. Sykes, J. W. Essam, and D. S. Gaunt, J. Math. Phys. 
6, 283 (1965). 

52 G. A. Baker, Jr., Advan. Theoret. Phys. I, 1 (1965). 
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TABLE II. Approximations to !(p) on the coexistence curve. 

p ! zero of [0, 1] zero of [1,1] zero of [2, 2] zero of [5, 4] 

! 0.877368 0.5000000 0.80000000 0.79168939 0.85699027 
0.85505 1.0149103 0.62483647 1.0240838 0.99378839 1.0149738& 
0.920873 1.1953897 0.72892111 1.2515262 1.1858001 1.1952015 
0.9588476 1.4600746 0.85770570 1.5963165 1.4598220 1.4596850 
0.98058240 1.8571429 1.0201078 2.1680313 1.8700941 1.8568898 
0.99254822 2.5245098 1.2414576 3.3544837 2.5742320 2.5242016 

a [4,4) used here because of close pole and zero defect in [5,4). 

TABLE III. Approximations to '¥/kT on the coexistence curve. 

p ,¥/kT [0,1] 

0.00745178 -5.96962732 -5.932571 
0.01941760 -5.07200178 -5.011036 
0.0411524 -4.399563 -4.310795 
0.079127 -3.85019 -3.726757 
0.14495 -3.3889 -3.217415 

! -2.386294 
0.85505 -2.90174 -2.621070 
0.920873 -3.205995 -2.985377 
0.9588476 -3.6350499 -3.468590 
0.98058240 -4.216570114 -4.098859 
0.99254822 -5.045952611 -4.973088 

& [4,4) used for consistency with Table II. 

of the mark, the improvement is quite rapid and that, 
except near the critical point, the location of the 
coexistence curve is determined within about 
0.02 % . Even the [2, 2] Pade approximant, which 
uses only 4 terms in the f series, gives about 2 % in 
accuracy, except near the critical point where it is 
only 10% off. 

In Table III we give the approximant values of 
'I"/kT, evaluated at the corresponding approximate 
locations of the coexistence curve given in Table II. 
We also list, to as many figures as seem to us to be 
meaningful, the results obtained from the low-tem­
perature expansion. 51 The relation is 

'I"/kT = -Y21n (l + f) - In A/p, (4.17) 

where A is that of Ref. 51. We obtain (except at 
T = Tc) at least four figure agreement, and in gaseous 
regions even better agreement. The major component 
of error in Table III stems from the approximate 
nature of the location of the coexistence curve. As is 
evident from Tables II and III, our results compare 

[1, 1] [2,2] [5,4] 

-5.993124 -5.970856 -5.9696183 
-5.093456 -5.071996 -5.0719815 
-4.416493 -4.396455 -4.3994217 
-3.857763 -3.839822 -3.8501198 
-3.377038 -3.360670 -3.388751& 
-2.617064 -2.656686 -2.7393572 
-2.817055 -2.860930 -2.901746& 
-3.142835 -3.183741 -3.205644 
-3.586386 -3.623055 -3.634439 
-4.178916 -4.209376 -4.216261 
-5.018938 -5.040540 -5.045840 

favorably with classical methods for dealing with this 
problemY We have also computed the results for the 
simple cubic lattice, and they confirm those presented 
here for the body-centered cubic lattice; however, 
owing to its lower coordination numbers, the con­
vergence is, as expected, not quite so rapid. We 
remark that the results of Kikuchi,53 using the cluster­
variation method, confirm that reasonable accuracy 
is possible from approximations based on the careful 
use of the properties of finite clusters, even quite 
small ones. He also finds that the free energy [actually 
he uses the pressure, which is closely related by (4.7) 
and (4.9)] is determined relatively more accurately 
than the location of the coexistence curve. 

ACKNOWLEDGMENTS 

The authors would like to thank Dr. V. J. Emery, 
Professor M. E. Fisher, and Professor G. S. Rush­
brooke for discussions of some portions of this work. 

53 R. Kikuchi, Bull. Am. Phys. Soc. 12, 485 (1967); Hughes 
Research Laboratory research reports 368 and 369. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 10, NUMBER 9 SEPTEMBER 1969 

Properties of "Quadratic" Canonical Commutation Relation Representations* 

JOHN R. KLAUDER t 
Bell Telephone Laboratories, Incorporated, Murray Hill, New Jersey 

AND 

L. STREIT 
Department of Physics, Syracuse University, Syracuse, New York 

(Received 28 February 1969) 

A class of representations of the canonical commutation relations is studied, each of which is charac­
terized by an expectation functional that is the exponential of a Euclidean-invariant quadratic form of the 
test functions. The underlying field operators are realized as the direct product of two Fock representa­
tions and the consequences of this realization are analyzed. Compatible Hamiltonians are constructed 
and an extensive study of the most general quadratic Hamiltonians is presented. In order to include 
thermodynamic examples, the analysis includes indefinite Hamiltonian spectra as well as the usual 
definite spectra. Finally, conditions are given for a theory to be local in the sense that all time derivatives 
of the field operator commute with one another at equal times but unequal spatial arguments. 

1. INTRODUCTION 

In an effort to shed light on the role in quantum 
theory of various representations of the canonical 
commutation relations (CCR) , we have studied in 
some detail the properties of an important special 
class of representations. Included within this class are 
representations that pertain to a general quadratic 
Hamiltonian, and in particular to a relativistic free 
field, to a generalized free field, and to the extension 
of these examples to an equilibrium thermal ensemble 
at a nonzero temperature. Our original discussion is 
applicable to a rather general dynamical system 
having no special invariance properties. However, in 
view of the greater consequences that can be drawn, 
we treat in detail systems exhibiting Euclidean in­
variance, i.e., invariance under space translations and 
space rotations. Due to our inclusion of thermo­
dynamic analogs, we do not restrict ourselves to 
Hamiltonians with positive spectra but instead make 
allowances for the occurrence of both signs of the 
energy.1 Criteria are formulated for the spectrum of 
the Hamiltonian to have the energy-momentum 
relationship characteristic of a relativistic theory. 
In addition, the influence on the energy spectrum 
brought about by adopting the weak correspondence 
principle-a constraint on certain expectation values­
is explored for the present models. Lastly, we as­
certain the conditions on the CCR representation 
compatible with a Hamiltonian which behaves as the 
integral of a local density function in the sense that the 
mth time derivative of the field operator commutes 

• Work supported in part by a contract from the National 
Science Foundation. 

t Work was done while at Syracuse University, Syracuse, New 
York. 

1 R. Haag, N. M. Hugenholtz, and M. Winnink, Commun. Math. 
Phys. 5, 215 (1967). 

with the nth time derivative of the field operator, for 
all m and n, when evaluated at equal times and 
unequal spatial arguments. 

2. CHARACTERIZATION OF THE 
REPRESENTATIONS 

The canonical commutation relations (CCR) may 
be given their most precise form with the aid of the 
unitary Weyl operators U[f, g] which fulfill the com­
bination law 

U[f',g']U[f,g] = exp{ti[(f',g) - (g',f)]} 
x 'U[j' + f, g' + g], (2.1) 

where (f, g) represents the inner product of the two 
real functions f and g. 2 Minimal continuity arguments 
ensure that the Weyl operators have the form 

U[f, g] = exp {i[<p(f) - 7T(g)]}, (2.2) 

where <p(f) and 7T(g) are the self-adjoint smeared 
field and momentum operators, respectively, which, 
on an appropriate domain, fulfill the Heisenberg form 
of the commutation relations 

[<p(f), 7T(g)] = i(j, g). (2.3) 

In a cyclic representation of the Weyl operators there 
exists a normalized vector 10) for which the vectors 

If, g) == U[f, g] 10) (2.4) 

span the Hilbert space .le. Moreover, In a cyclic 
representation the representation of U[f, g] is 

2 A number of studies of the canonical commutation relations 
exist in the literature. See, e.g., L. Garding and A. S. Wightman, 
Proc. Natl. Acad. Sci. U.S. 40,617 (1954); A. S. Wightman and S. S. 
Schweber, Phys. Rev. 98,812 (1955); I. E. Segal, Trans. Am. Math. 
Soc. 88, 12 (1958); J. S. Lew, Ph.D. thesis, Princeton University, 1960 
(unpublished); H. Araki, J. Math. Phys. 1,492 (1960); J. R. Klauder 
and J. McKenna, ibid. 6 68 (1965); L. Streit, Commun. Math. 
Phys. 4, 22 (1967). 
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characterized,3 apart from unitary equivalence, by 
the functional 

(01 U[j, g] 10) = (01 exp {i[qJ(f) - 7T(g)]} 10). (2.5) 

We shall study in some detail properties of those 
representations (and their associated dynamics) for 
which 

(0 I exp {i[ rp(f) - 7T(g)]} 10) 

= exp {-if [ex(k) I/(k) 12 + P(k) Ig(kW] dk}, (2.6) 

where/(k) is the Fourier transform of the real smearing 
function I(x) [and likewise for g(k)] and ex(k) and 
P(k) are nonnegative functions of k = Ikl for which 
ex(k) > 0, P(k) > 0, and ex(k)P(k) ~ 1 for almost all 
k. In this notation (j, g) takes the form 

(f, g) = ff(X)g(X) dx = fJ*(k)g(k) dk. (2.7) 

Due to their Gaussian form, we term such repre­
sentations "quadratic" CCR representations.4 As we 
shall see below, these representations, which are 
evidently characterized by the functions ex and p, fall 
into two categories: The representation is irreducible 
if and only if ex(k)P(k) = 1 for almost all k; the 
representation is reducible if ex(k)P(k) > 1 holds for 
some k set of nonzero measure. It may be shown that 
two representations U[j, g] and U'[j, g] are unitarily 
equivalent, i.e., there exists a unitary transformation 
V such that 

VU[j,g]V-l = U'[j,g], (2.8) 

provided that ex(k) = ex'(k) and P(k) = P'(k) for 
almost all k. In other words, distinct function pairs 
ex(k) , P(k) label unitarily inequivalent "quadratic" 
CCR representations.5 

The class of allowed argument functions I and g 
depends on the specific choice of ex and p. For con­
creteness, it suffices to consider Jek) E V(R3, ex), 
g(k) E V(R3, P), where ex dk and P dk are the inte­
gration measures, respectively, and we have assumed 
a three-dimensional configuration space. The relation 
exp ~ 1 coupled with Schwarz's inequality ensures that 
(j, g) will be well defined. Alternatively, we may take 
both](k) and g(k) as elements of V(R3, [ex2 + ,82]!), 
which is evidently dense in the spaces V(R3, ex) and 
V(R3, ,8). If [ex2 + ,82]! < p(k) where p is some 

3 M. A. Naimark, Normed Rings (Noordhoif, Groningen, The 
Netherlands, 1959), p. 242. 

• Such CCR representations have also been studied by H. Araki 
and E. J. Woods, J. Math. Phys. 4, 637 (1965); D. W. Robinson, 
Commun. Math. Phys. I, 159 (1965); G. F. Dell'Antonio, ibid. 9, 
81 (1968); J. Manuceau and A. Verbeure (to be published). 

• See, e.g., J. R. Klauder, "Coherence, Correlation and Quantum 
Field Theory," Brandeis Summer School, 1967. 

polynomial, then yet a further choice is to take 
J(k) and g(k) as elements of S(R3) , Schwartz's space of 
infinitely differentiable test functions of rapid de­
crease.6 In the present case it is evident that the 
elements of S(R3) are dense in V(R3, [ex2 + P2]!). 
Clearly there is considerable flexibility in the matter 
for a given ex(k) and P(k), but there seems to be no 
universal ~et of test functions that apply to all 
"quadratic" CCR representations irrespective of the 
choice of ex and p.7 

A number of specific physical systems are charac­
terized by having "quadratic" CCR representations. 
Among these we note the free relativistic scalar field 
of mass m for which 

ex(k) = P-l(k) = (k2 + m2)-! == W(k)-l (2.9) 

and the generalized free fieldS for which 

ex(k) = f w(k)-lp(m2
) dm2

, 

P(k) = f w(k)p(m 2
) dm2

, 

(2.l0a) 

(2. lOb) 

where p(m2
) ~ 0 is the mass distribution so normal­

ized that 

(2.11) 

In the latter case, if p has support other than at a single 
point, it follows that ex(k),8(k) > 1 for all k and the 
corresponding representation is reducible. In addition, 
a free scalar field of mass m in thermal equilibrium at 
temperature T has a "quadratic" CCR representation 
characterized by 

where 

ex(k) = W(k)-l [1 + n(k»), 

P(k) = w(k)[l + n(k»), 

n(k) == {exp [W(k)/KT] - l}-l 

(2.12a) 

(2.l2b) 

(2.13) 

and K denotes B"ltzmann's constant. 9 Here exp > 1 
for all k if T> 0, and the corresponding representa­
tion is reducible. In a like manner, a generalized free 
field in thermal equilibrium at temperature T is 
characterized by 

ex(k) = J w(krl[1 + n(k)]p(m2
) dm2

, (2.l4a) 

P(k) = f w(k)[l + n(k)]p(m2
) dm2

• (2.l4b) 
---

• L. Schwartz, Theorie des distributions (Hermann & Cie., Paris, 
1957), Vol. II. 

7 Regarding the dependence of test function spaces on the given 
CCR representation, see L. Streit, Commun. Math. Phys. 4, 22 
(1967). 

8 O. W. Greenberg, Ann. Phys. (N.Y.) 16, 158 (1961). 
• This result is a simple generalization of the answer obtained by 

H. Araki and E. J. Woods IJ. Math. Phys. 4, 637 (1963)] for the 
zero-mass case. 
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To indicate that systems exhibiting interaction are not 
excluded by the restriction to "quadratic" CCR repre­
sentations, we cite the case of the exactly soluble 
rotationally symmetric models10 for which rx(k) = 
;/m, (J(k) = m, with rx{J = ; > 1. Our discussion will 
indicate further classes of systems for which such 
representations apply. 

3. REALIZATION AND PROPERTIES OF THE 
REPRESENTATIONS 

Irreducible Case 

If we denote the special irreducible representation 
for which rx(k) = (J(k) = I by the subscript F (for 
Fock), then the field operators for the general irreduc­
ible "quadratic" CCR representation may be expressed 
in the form 

p(J) = PF(rxfJ), 

7T(g) = 7TF({Jig), 

(3.la) 

(3.lb) 

which, since rx{J = I, is a canonical transformation 
that preserves the CCR. Here we have used the 
notation rxt! and plg to correspond to those elements 
which in momentum space are rxi(k)/(k) and (Ji(k)g(k), 
respectively. According to the remarks made above, 
the transformation from PF(J) to PF(rxfJ) cannot be 
carried out by a unitary transformation since distinct 
rx (recall here (J = rx-1) label unitarily inequivalent 
representations. Nonetheless, Eq. (3.1) ensures that 
the properties of P are easily determined from those 
of PF, etc. 

The special Fock fields are characterized by the 
formal properties that the momentum space field 
qJ(k) and its conjugate momentum 7T(k) admit a 
decomposition into creation and annihilation oper­
ators at(k) and a(k), respectively, in the simple 
fashion: 

qJF(k) == 2-i [a(k) + aTt -k)], (3.2a) 

7TF(k) == -i(2)-i[a(k) - at(-k)]. (3.2b) 

As is customary, 

[a(k), at (k')] = b(k - k'); (3.3) 

all other commutators are vanishing. The usual no­
particle state 10) is invariant against spatial rotations 
and translations, and for all k fulfills 

a(k) 10) = o. (3.4) 

All states in the Hilbert space JeF are determined from 
normalizable linear combinations of the F ock states 

10 J. R. Klauder, J. Math. Phys. 6, 1666 (1965). 

for all k j and all n ~ O. On combining this fact with 
(3.2) and (3.3), it is clear that JeF is spanned by vectors 
of the form 

cpF(k1) ••• cpF(kn) 10) (3.6a) 

or by those of the form 

7TF(k1) ••• 7TF(kn) 10) (3.6b) 

for all k j and all n. Thus 10) is a cyclic vector for the 
field P or the momentum 7T. This is frequently stated 
from the generating function point of view, namely, 

JeF = {exp [ip(J)]} 10) = {exp [-i7T(g)]} 10), (3.7) 

where the overbar denotes the closed linear space 
formed by taking all normalizable linear combinations 
of the indicated vectors. 

Another familiar fact we shall employ deals with 
the completeness of the Fock operators, i.e., that 'all 
operators on JeF can be built from the PF and 7TF' 
The precise rendition of this fact is frequently stated in 
terms of the commutant {A}' of a family of operators 
A which is defined as the set of bounded operators 
each of which commutes with the operators A. Thus, 
the irreducibility of PF and 7TF may be stated as 

{UF[j, g]}' = {I}, (3.8a) 

where {I} is composed solely of multiples of the 
identity. Additionally, therefore, the double com­
mutant 

(3.8b) 

where $(JeF) denotes the set of all bounded operators 
on the Hilbert space JeF . 

Reducible Case 

For the reducible representations, it is convenient 
to introduce 

y(k) == (J(k)rx(k) - 1 = (J(k) __ 1_ , (3.9) 
rx(k) rx(k) 

which, by hypothesis, is positive for a k set r' of 
nonzero measure. [The complementary set r is defined 
as the set of k for which y(k) = 0.] With this we may 
write the basic functional (2.6) for the "quadratic" 
CCR representations as 

(01 exp {i [pC!) - 7T(g)]} 10) 

= exp { -1 f [rx(k) 1/(kW + rx-1(k) Ig(kW] dk} 

x exp {-1 f [y(k) Ig(k)1 2
] dk}. (3.10) 

In this form it is rather apparent that P and 7T may be 
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decomposed into two F ock fields as given by 

rp(J) = rpF(OClJ) ® 1, (3. 11 a) 

7T(g) = 7TF(OC-!g) ® 1 + 1 ® 7TF(y!g). (3. 11 b) 

The first entry in the direct-operator product corre­
sponds to the "first" field while the second entry 
corresponds to the "second" field. Clearly, the 
Heisenberg form of the CCR is fulfilled by the "first" 
field; the second term in 7T(g) commutes with rp(j). 
Whether or not these two fields should be called 
"independent" can only be answered after the dynamics 
have been formulated. There are cases where the pair 
of fields have an independent history and other cases 
where they become mixed together. In any case, the 
field operators and the associated dynamical' evolution 
are reduced to computations involving two Fock-like 
representations, which evidently can be represented 
in a Hilbert space .re s; .reF ® .reF' Here, equality 
holds if and only if I' > 0 for almost all k, i.e., the 
set r has zero measure. If r has positive measure, 
then we may set .re = JeF ® .reF, r, where .reF, r de­
notes the Hilbert space formally composed of normal­
izable linear combinations of the vectors (3.5) 
restricted so that kj E r'. For simplicity we shall 
assume for the most part that I' > 0 for almost all 
k so that .reF.r = .reF' 

The reducibility of the field operators rp and 7T is 
clear from (3.11) since it is evident, for example, that 
the operator 1 ® 7TF(y!g) commutes with both rp and 
7T and differs from the unit operator. To characterize 
such commuting operators let us define the "dual" 
Weyl operators 

U'[r, s] == exp {i[rp'(r) - 7T'(S)]}, (3.12) 

where rand s denote test functions and where 

rp'(r) == -rpF(oc!r) ® 1 + 1 ® rpF(y-!r), (3.13a) 

7T'(S) == I ® 7TF(Y!S). (3.13b) 

Here, y-! is defined only on r', the set for which 
I' > O. By construction, the primed fields commute 
with the unprimed ones and, moreover, they generate 
all such fields so that 

{U[f, g]}' = {U'[r, s]}", 

{U[/, g]}" = {U'[r, s]}'. 

We note in addition the relations 

(3.14a) 

(3.l4b) 

{ei'P(f)}' = {ei'PF{f)}' ® $(JeF ), (3.15a) 

{ei'P{f)}" = {ei'PF{f)}" ® 1. (3.1Sb) 

The latter relation implies that, unlike the irreduc­
ible case, the field operators rp(f) are no longer cyclic. 

Indeed, Eq. (3.ISb) leads to 

exp [irp(j)] 10) = .reF ® OF' (3.16) 

which is heuristically evident from (3.11a). However, 
since 7T involves the "second" field, 

U[/, g] 10) = .reF ® .reF = .re; (3.17a) 

and, in like fashion, a similar argument shows that 

U'[r, s] 10) = .reF ®.reF = .re. (3.17b) 

We note, in contrast to the irreducible case, if A 10) = 
o and A € {U[f, g]}", then A = O. This follows 
because the cyclic vector of a von Neumann algebra­
{U'[r, s]}" in our case-is separating for its com­
mutant,u On the other hand, and again in contrast to 
the irreducible case, there do exist nonzero annihi­
lation operators A E {ei'PU)}'. Specifically, if AF E 

$(.reF) annihilates the no-particle state in .reF' then 
A = 1 ® AF E {ei<p(f)}' annihilates 10). 

As is common in a canonical approach, we shall 
ask that the Hamiltonian H connect the field and 
momentum via the usual relation 

i[H, rp] = 7T. (3.18) 

From the foregoing commutation relations it may be 
seen that 

where 

Hoo =f btck)b(k) dk, 

b(k) == oc-!(k)al(k) + y!(k)a2(k) 

already fulfills the requirement (3.18). Here 

al(k) == a(k) ® 1, 

a2(k) == I ® a(k) 

(3.19) 

(3.20) 

(3.21a) 

(3.2Ib) 

denote annihilation operators for the "first" and 
"second" fields, respectively. In consequence, H­
Hoo == 'l1 commutes with rp and thus'l1 is a function 
of {ei'P(f)}'. 

The no-particle state 10) fulfills the relations 

al(k) 10) = a2(k) 10) = 0 (3.22) 

for all k. As a consequence, the state 10) (and no 
other state) is invariant under spatial rotations and 
translations for which the infinitesimal generators 
read 

J = L fai(k)(i ~ x k)a/(k) dk, (3.23a) 
/~1,2 ok 

:r = /~2 f ai (k)ka/(k) dk, (3.23b) 

---
11 J. Dixmier, Les algebres d'operateurs dans l'espace hi/bertien 

(Gauthier-Villars, Paris, 1957), Chap. I, Sec. I, Proposition 5 and 
corollary. 
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respectively. In a Euclidean-invariant theory the 
Hamiltonian H commutes with both :J and !l'. Thus 
either 10) is an eigenstate of H (which we assume 
adjusted to eigenvalue zero) or it is taken into a non­
normalizable vector. It is the essence of Haag's 
theorem12 that for the irreducible Fock representation 
only the free field Hamiltonian can annihilate 10), 
while every other proposed Euclidean-invariant Ham­
iltonian carries 10) into a nonnormalizable vector in 
virtue of vacuum polarization. However, for a reduc­
ible "quadratic" representation of the type considered 
here, such a "no-go" theorem does not apply. We 
note first that Hoo , as the analog of a free-field 
Hamiltonian, annihilates the no-particle state 10). 
Secondly, we note that 'U, = H - Hoo can be ex­
pressed in terms of {eiq>(f)}', which contains annihila­
tion operators for 10) unlike the irreducible case. It 
is by exploiting such operators in the reducible 
representations that nontrivial Euclidean-invariant 
canonical theories can be formulated that circumvent 
Haag's theorem. While some such models have been 
formulated, we content ourselves here with a dis­
cussion of the single-particle sector of Hilbert space 
for which a simplified or reduced Hamiltonian is 
sufficient. Such an analysis is, in any case, a necessary 
preliminary to the analysis of the dynamics in higher­
particle sectors. 

4. PROPERTIES OF "FREE" HAMILTONIANS 

Although the Hamiltonian Hoo in Eq. (3.19) is 
positive, leads to if; = 1T, and annihilates the vacuum, 
it is deficient in one respect to serve as a model for a 
free Hamiltonian. Since Hoo only "tests" the presence 
of one form of excitation, there will be a multitude of 
distinct states having energy eigenvalue zero. Specif­
ically, the creation operator 

ct(q) = -oc!(q)ai(q) + y-!(q)a;(q) (4.1) 

commutes with both b(k) and bt(k) for all k, and thus 
the Fock states 

Iql, ... , qn)O == (n !)-!ct (ql) ... ct (qn) 10) (4.2) 

each fulfill 
(4.3) 

for all n and all qj values (at least qj E r'). Hence the 
entire infinite-dimensional subspace of normalizable 
vectors spanned by these Fock states is characterized 
by the fact that Hoo has eigenvalue zero. 

12 See, for example, A. S. Wightman, Lecture Notes at the French 
Summer School of Theoretical Physics, Cargese, Corsica, July, 1964; 
L. Streit, "A Generalization of Haag's Theorem," Nuovo Cimenta 
(to be published). 

The most general quadratic Hamiltonian that 
fulfills (3.18) and retains Euclidean invariance also has 
the potential to lift this degeneracy. The form of this 
most general Hamiltonian reads 

Ho = Hoo + J r(k)a;(k)a2(k) dk 

= J [bt (k)b(k) + r(k)at(k)a2(k)] dk. (4.4) 

Here r(k) can be a rather .general real function of k 
and still ensure Hermiticity of Ho. However, for 
generality we do not require that Ho be positive; 
instead we permit r(k) to assume both positive and 
negative values. Since 

[rp(x), a2(k)] = [rp(x), a;(k)] = 0, (4.5) 

it is evident that 

i[Ho, rp(x)] = 1T(X), (4.6) 
as desired. 

Since Ho is quadratic at each point k, it is plausible 
that independent normal modes can be introduced 
which diagonalize Ho. The energy roots that follow 
from such a diagonalization are given by 

E±(k) = H,8 + r ± [(,8 + r)2 - 4r/oc]!}. (4.7) 

The radical term has the equivalent forms 

Q = [(,8 + r)2 - 4r/oc]! 

= [(,8 - r)2 + 4r(oc,8 - 1)/oc]!, (4.8) 

which, since oc,8 ~ 1, shows Q to be real (and non­
negative by definition) regardless of r. Evidently, 
E+(k) > 0 for almost all k, while E_(k) has the sign 
of r(k) , i.e., 

E_(k) ~ 0, when r(k) ~ O. (4.9) 

If oc,8 > 1, then E+ - E_ = Q > 0; only if oc,8 = 1 
and r = ,8 does Q = 0 leading to E+ = E_. In any 
term where E+ - E_ appears as a divisor, we shaIl 
implicitly assume the latter condition does not hold. 

Let us also introduce the "spectral weights" 

P± = ±E±(1 - ocE±)/(E+ - E_), 

which satisfy the identity 

p+ + p_ = 1. 

(4.10) 

(4.11 ) 

Unlike the usual case, one of these "weights" may 
assume negative values. In fact, as we shall indirectly 
show below, 

p+ > 0, when E+ > 0, 

p_ ~ 0, when E_ ~ O. 

(4. 12a) 

(4.12b) 
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Direct substitution of the above relations shows that 

IX = p+/E+ + p_/E_, 

fJ = E+p+ + E_p_, 

(4.13a) 

(4.13b) 

r = E_p+ + E+p_ = E+E_IX. (4.l3c) 

Note that fJ + r = E+ + E_. Evidently the three 
functions E+, E_, and p+ are a substitute set for IX, 

p, and r. 
We introduce two destruction operators a±(k) via 

suitable linear combinations 

a±(k) = 1X-![±(P±/E±)la1(k) + (p'f/E:!ia2(k)] (4.14) 

which are independent, i.e., 

[a_(k), a+(k')] = [a_(k), al(k')] = 0 (4. 15a) 

and are conventionally normalized in the sense that 

(4.15b) 

In terms of these operators, the Hamiltonian is 
resolved into independent normal modes according to 

H 0 = f [E+(k)a~(k)a+(k) + E_(k)a~(k)a_(k)] dk. 

(4.16) 

Finally, we. note that the Hilbert space Je may also be 
written in the related form 

(4.17) 

where Je± is the space spanned by repeated action of 
the creation operator a~ on the no-particle state 10). 

and "-" modes. If we let 

Ik, ±) == a~(k) 10) (4.21) 

denote the single-particle eigenstates of Ho, then 
evidently 

P±(k)/E±(k) = 2(27T)31(01 cp(O) Ik, ±)12, (4.22) 

which demonstrates that the sign of p is linked to that 
of E. On comparing the relation 

(01 cp(x)cp(y) 10) 

= ! _1_ feik'(X-Y)[P+ (k) + p- (k)] dk (4.23) 
2 (27T)3 E+ E_ 

with Eq. (2.6) expanded to the same order in cp, i.e., 

(01 (f cp(x)f(x) dXflO) = t f I/(k) 12 lX(k) dk, (4.24) 

we are led to the verification of (4.13a). In like manner 
two derivatives with respect to t lead to the relation 

(01 cp(x)H~cp(y) 10) 

= (01 [cp(x), HoHHo, cp(y)] 10) 

= (01 7T(X)7T(Y) 10) 

= ~ (2~)3 J eik.(X-Y) [E+(k) p+(k) + E_(k)p_(k)] dk. 

(4.25) 

The expansion of (2.6) to the same order in 7T leads to 

(01 (f 7T(X)g(X) dXflO) = t f I.g(k) 1 2 fJ(k) dk, (4.26) Armed with the relation (4.16) for Ho, it is not 
difficult to find an expression for the two-point 

which, on comparison with (4.25), establishes the 
(4.18) validity of (4.l3b). 

Lastly, we note for reference the relation 

function 

By noting that 

cp(y) 10) = 1 fe-ik'Yex!(k)a t(k) dk 10) 
(2)!{27T)! 1 

= _1 _1_ Je-ik.,[(P+ \lat (k) 
(2)! (27T)! E) + 

- (;=)!a~(k)J dk 10), (4.19) 

as follows from (4.14), we can readily deduce that 

(01 ((1(x)e-iHot({1(Y) 10) 

= ! _1_ feik'(X-Y)[P+ (k)e-iE+(k)t 
2 (27T)3 E+ 

+ ~= (k)e-iE-(klt] dk, (4.20) 

owing to the independent time evolution of the" +" 

(01 cp(x)H~cp(y) 10) = (01 7T(x)Ho7T(Y) 10) 

= ! _1_ Jeik.(X-Y)Q2(k) dk 
2 (27T)3 ' 

(4.27) 
where we have introduced the abbreviation 

Relativistic Covariance of One-Particle States 

One natural condition that might be imposed on the 
one-particle states is the relativistic energy-momentum 
relation 

E±(k) = (k2 + ,u!)! == W±, (4.29) 

where ,u+ > ,u- ~ 0, in the case that E_ ~ O. These 
relations do not uniquely fix the parameters ex, p, and 
r since no requirement has been imposed on p+ (or 
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p_ = 1 - p+). From the relations 

-1 + -1 oc = w+ p+ w_ p_ 

= W+l + p_(w+ _ W_)(W+W_)-1 

= W=1 - p+(w+ - w_)(w+w_)-1, (4.30) 

it is apparent that a suitable p+ exists which satisfies 
the bounds 0 < p+ < 1 whenever the condition 

(4.31) 

is satisfied. Given such a condition on oc, Eq. (4.13a) 
fixes p+, which then, through (4.13b) and (4.13c), 
fixes {3 and r uniquely. In particular, we may put 

{3 = W+p+ + W_p_ = W+ + w_ - w_w+oc, (4.32a) 

r = w_w+oc. (4.32b) 

For very large k values, w+ :::::: w_ :::::: k, which leads to 
oc :::::: k-1 and (3:::::: k :::::: r. Thus, for very large k, 
oc{3 -- 1, which, roughly speaking, means that these 
modes tend toward irreducibility. 

In the indefinite relativistic energy case for which 

E±(k) = ±(k2 + ,u!)! = ±w± (4.33) 

(and thus p_ < 0), a solution to the relation (4.30) 
exists so long as 

(4.34) 

Equations (4.32) still determine {3 and r. For very 
large k, w±,..." ±k so that (3:::::: k 20c and r f'J -k2oc. 
Hence oc{3 ""'"' k2oc2 , which tends toward unity, and 
thus irreducibility for such modes, only if koc -- 1 for 
large k. 

It is worth making the qualitative remark that the 
high k behavior of the product rx{3 is loosely connected 
with the degree of locality attainable in the interaction 
term 'l.L = H - Ho. Unfortunately, no fully rela­
tivistic examples are known for which 'l.L ~ O. 

In the context of the free theory where 'l.L = 0, it 
is straightforward to embed time translations and 
Euclidean transformations in a unitary representation 
U(a, A) of the Poincare group {a, A}. Here U(a, A) 
factorizes as 

(4.35) 

with U ± E 93(Je±) the usual representations generated 
by multiparticle states of mass ,u± bosons,l3 (However, 
all momenta lie in the backward cone for U _ if E_ < 0.) 
This product structure reflects itself in the additive 
form of the ten generators. The Hamiltonian has 
already been given in Eq. (4.16). The space rotation 

1S For the structure of these representations see, e.g., A. S. Wight­
man, "L'invariance dans la mechanique quantique relativiste," in 
Relations de dispersion et particules etementaries (Hermann & Cie., 
Paris. 1960); L. Streit, Helv. Phys. Acta 39,65 (1966). 

and translation generators (3.24) may also be given 
a compatible form as follows: 

:J = L fa1<k)(i i x k)a).(k) dk, (4.36a) 
A=+.- ok 

!f = Al.-f a l(k)ka ik) dk. (4.36b) 

To complete the list we quote the expression for the 
relativity ("boost") generators, which take the form 

(4.37) 

where 

K;. = -..!. - Eik) + Eik) - . . {a a} 
2 ok ok 

(4.38) 

It is simple to verify that the proper commutation 
relations are satisfied by these generators. As usual, 
the restriction on the functional form of E;,(k) 
follows from the requirement that 

!f = i[J\.; H]. (4.39) 

To satisfy this condition we require that 

k = [Eik) :k ' E..(k)] 

= L~E2(k). 
2 ok A 

(4.40) 

The solutions E~(k) = k2 +,u~ are consistent with 
either the positive or indefinite energy case discussed 
above. 

Weak Correspondence Principle 

According to the weak correspondence principle, 
the expression 

H(j, g) == <f, gl H If, g) (4.41) 

coincides with the classical Hamiltonian where f and 
g play the role of the classical momentum and field, 
respectively.14 If we make use of the relations 

al(k) If, g) = 2-f [ocf (k)/(k) - ioc-!(k)g(k)] If, g), 

(4.42a) 

a2(k) If, g) = -i(2)-~y!(k)g(k) If, g), (4.42b) 

it follows from (4.4) and (3.9) that 

Ho(f, g) = <I, gl Ho If, g) 

= t I {I/(kW + ({32 + r{3 - rfoc) Lg'(k)12} dk. 

(4.43) 

An alternate expression for the factor in this equation 

14 J. R. Klauder. J. Math. Phys. 8, 2392 (1967). 
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is provided by (4.28), i.e., 

02(k) = E!(k)p+(k) + E~(k)p_(k) 
= {J2 + r{J - r/oc. 

For a relativistic theory we should have 

02(k) = w2(k) = k2 + m~, 

(4.44) 

(4.45) 

where m~ is a constant. In the case of an irreducible 
representation (oc{J = 1, r :;rf {J), we automatically find 
p+(k) = I and so need only fulfill 

w(k) = {J(k) = E+(k). (4.46) 

In a sense, the weak correspondence principle can be 
said to imply covariance in this case. In the case of a 
reducible representation, on the other hand, the 
weak correspondence principle by itself does not imply 
covariance since it is but one condition on the three 
functions E+, E_, and p+. If we were to require in 
addition that 

E! = k2 + ,u!, 
then 

w2 = k2 + ,u!p+(k) + ,u~p_(k). 
(4.47) 

(4.48) 

This leads to the independence of P± on k, and shows 
that 

m~ = ,u!p+ + ,u~p-, (4.49) 

which is the customary definition of the bare mass.15 

This familiar example should help make the weak 
correspondence principle plausible. In any case, even 
when the theory is not relativistically covariant, we see 
from (4.44) that the "classical dispersion relation" 
02(k) is always given as a weighted average of the 
"quantum dispersion relations" E~(k). 

Locality of the Hamiltonian 

In this section we determine those Hamiltonians 
H o which act locally on the field cp(x, t) in the sense 
that 

[cp(r)(x, t), cp(S)(y, t)] = 0, x:;rf y, (4.50) 

for all r, S = 0, 1,2, ... , where 

(r)( ) _ ar cp(x, t) cp x, t = --!..-'-.:.--.:: at 
= ir[Ho, [Ho,"', [Ho, cp(x, t)]·· ']]. (4.51) 

From the normal mode decomposition 

cp(x, t) = 1 feik'X{e-iE+t(P±\!a 
(2)!(27T)i Ej + 

- e-iE_t(;j!a_} dk + h.c., (4.52) 

16 See, e.g., S. S. Schweber, An Introduction to Relativistic Quan-

an expression for cp(r)(x, t) can easily be obtained. 
From such an expression it follows in a straightfor­
ward manner that 

[cp(r)(x, t), cp(s)(y, t)] 

ir+s[( -1)' - (-1)"] 
= 

2(27T)S 

X f eik.(x-Y)[E~+S-lp+ + E~+S-Ip_] dk. (4.53) 

The desired commutativity for x :;rf y is assured if and 
only ip6 

E!np+ + E~np_ = Pn, (4.54) 

for n = 1,2,' .. , where P n is a polynomial in k 2 • We 
may invert these relations so as to find an expression 
for E~ in terms of the first few. P n' To find this 
expression we note that E± must be solutions of a 
biquadratic El + BE~ + C = 0. Averaging this rela­
tion, as well as one obtained by premultiplication with 
E~, with P± and using (4.54) permit us to find Band 
C as functions of PI, P 2, and P s. In particular, we 
learn that 

(P2 - Pi)E~ + (PIP2 - Ps)E! + PIPS - P~ = 0. 

(4.55) 
The solution of (4.55) has the form 

E! = RI ± (R2)! , (4.56) 

where RI and R2 are rational functions of k 2. In 
addition, we have 

(4.57) 

Using these relations to extend Eq. (4.54) into the 
complex k2 plane, we see that RI and R2 must in fact 
be polynomials since the infinities that would arise 
could not cancel for all values of n. With this under­
standing, Eqs. (4.56) and (4.57) represent the most 
general solution to (4.54) when E! :;rf E~ and p+ :;rf 
0,1. 

Further restrictions on the R j follow from the 
self-adjointness of Ho and the existence of CCR. 
Since E~ > 0, we must have 

(4.58) 

for almost all k 2• The remaining physical requirements 
are fulfilled, provided that 

E±p± = URI ± (R2)!]![1 ± (PI - RI)/(R2)!] > 0. 

(4.59) 
In the degenerate cases, where p+ = 0, 1 or E+ = 

±E_, all except E+ = -E_ amount to oc{3 = 1. To 

tum Field Theory (Harper and Row Publishers, Inc., New York, 16 L. Schwartz, Theorie des distributions (Hermann & Cie., Paris, 
1962), p. 659. 1950), Vol. I, Theorem XXXV, p. 99. 
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achieve locality (in our sense) requires that (the non­
degenerate) E2 be a polynomial in k2. If E+ = - E_ , 
there'is no restriction on p+ (other than p+ > 1) and 
our type of locality is ensured if E! (= E~) is a poly­
nomial in k2• 

Hamiltonian Density 

It is intuitively plausible in the local cases we are 
considering that the Hamiltonian Ho may be written as 
the integral of a density function Ho(x) which is local 
in the sense that 

[Ho(x), Ro(Y)] = 0 (4.60) 

and relatively local in the sense that 

[Ho(x), /fey)] = [RO(X),7T(Y)] = 0 (4.61) 

for x ¥: y. This notion can be established by the 
following argument. The Jacobi identity states that 

[[Ho(x), Ro(y)], /f(m)(z)] + [[/f(m)(z), Ho(x)], Ho(Y)] 

+ [[Ho(y), /f(m)(z)], Ho(x)] = 0, (4.62) 

where /f(m)(z) = am/f(z)/atm. Whenever x¥: y, the 
local density concept implies the vanishing of the last 
two double commutators, for then x and y can not 
both equal z as is required for nonvanishing values. 
Accordingly, the first double commutator vanishes for 
all m and z, which implies that for x ¥: y the com­
mutator [Ro(x), Ro(Y)] is a c number which must 
vanish for strictly quadratic Hamiltonian densities. 

In the case of an irreducible CCR representation the 
desired local density Ro(x) is easily established. 
Without loss of generality we assume p+ = 1 and 
thus (a+ = a, E+ = E) 

Ho = f at(k)E(k)a(k) dk. (4.63) 

Employing the relation 

/f(x, t) = _1 ___ 1_ fei(k'X-Et>a(k) ~ + h.c., 
(2)! (217)~ [E(k)]! 

(4.64) 

we see that 

Ho = !f=7T2(X, t) + /f(x, t)E2(-iV)/f(x, t): dx. 

(4.65) 

The locality condition already found-namely, that 
E2(k) is a polynomial in k2-leads to a manifestly 
local Hamiltonian density Ho(x) since the separate 
terms :172: and :/fE2/f: are individually and mutually 
local (in a formal sense). 

The analogous problem in the case of a reducible 
CCR representation is much more complicated. While 
it may, be expected that the Hamiltonian could be 
expressed as a quadratic form in /f(x) and 17(X), this 
expectation is incorrect, as we shall see. What is true, 
however, is that the Hamiltonian may be expressed 
as a quadratic form in the two basic canonical pairs 
(J. = +, -) 

/fix) = / ~ feik.xaik) dk! + h.c., 
(2) (217) [Eik)] 

(4.66a) 

17;.(X) = t-
i ~ feik.xaik)[Eik)]! dk + h.c. 

(2) (217) 
(4.66b) 

In particular, we find directly from (4.16) that 

Ho = t ).~~,_ f :17!(X) + <p;.(x)E!( -iV)<p;.(x): dx. 

(4.67) 

From this expression it is apparent that four fields are 
necessary to describe Ho: in particular, /f). and 17). for 
J. = +, -. Moreover, the integrand in (4.67) need not 
be termwise local to ensure the locality of /f(x, t). For 
instance, the term : /f+E! /f+: is not necessarily local 
since it is not required that E! is a polynomial. An 
alternative expression for the Hamiltonian may be 
given in terms of the four fields If, rp, cp, and cp. How­
ever, it, too, does not exhibit manifest termwise 
locality. Evidently, locality of the Hamiltonian 
density in such cases is a property of the entire inte­
grand. 
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This paper deals with the existence and construction of linear physical chains whose characteristic 
(secular) polynomials are essentially one of four classical types: Hermite, generalized Laguerre, gen­
eralized Bessel, or Jacobi. Each of the results is useful for determining the natural frequencies (normal 
frequencies or eigenvalues) of the systems involved. A chain of coupled harmonic oscillators or the 
corresponding electrical analog can be regarded as a prototype of the systems under consideration. 
Chains of both arbitrary finite order and infinite order are considered. Let N be a prespecified positive 
integer. Consider a finite sequence {Sn}:~l of linear dissipationless spring-mass chains in which Sn 
consists of masses mo, ml , ... , mn-l and springs with spring constants ko , k, , ... , kn , and in which 
Sn+1 is obtained from Sn by attaching mass mn and spring with spring constant k n+1' Sn is connected 
to a wall by the spring having spring constant kn , but the chain may be free at the other end. In this 
case S, is to consist only of mass mo and- spring with spring constant k,. Three major results relating 
to such a sequence are obtained. First, given a positive integer N, a procedure is developed whereby 
an existing Nth-order spring-mass system can readily be tested to determine whether the characteristic 
polynomials <p" <P., ... , <PN associated with chains S" S., ... , SN are all classical polynomials of a 
single type; and if so, which type. The testing procedure can also be extended to the infinite-order case. 
Secondly, by means of large classes of examples, it is demonstrated that physical systems of any 
preassigned order N can actually be constructed so that for I ~ n ~ N the characteristic polynomials of 
Sn are all a specified one of the four classical types. Finally, it is shown that of the four possible kinds, 
only Jacobi- and Laguerre-type infinite-order systems can be generated; and the latter type can occur 
only if relatively stringent conditions on the physical parameters are satisfied. 

INTRODUCTION 

In the analysis of certain classes of coupled linear 
systems, of which a chain of coupled linear harmonic 
oscillators or its corresponding electrical analog may 
be regarded as a prototype, an important problem 
consists of determining the natural frequencies 
(normal frequencies or eigenvalues) of the systems. 
These frequencies are found by calculating the zeros 
of the characteristic (secular) polynomial for the 
system, where the characteristic polynomial is that 
polynomial which, when equated to zero, yields the 
characteristic (secular) equation of the system. 

Three questions related to determination of the zeros 
of characteristic polynomials for the physical systems 
under consideration are answered in this paper. 
Their formulation is made with reference to the 
spring-mass configuration depicted in Fig. 1. The sys­
tem indicated is to be dissipationless, and the springs 
are linear and massless. The term ko may be zero; 
all other k n and all mn are to be positive. 

Starting with a mass mo and two springs having 
spring constants ko and k1' one can, by successively 
adding a mass m; and spring with spring constant 

• Present address: Mathematics Department, University of 
Alabama in Huntsville, Huntsville, Alabama. 

t Present address: Mathematics Department, University of Ten­
nessee at Chattanooga, Chattanooga, Tennessee. 

FIG. I. Spring-mass configuration. 

k;+1' construct a finite sequence {Sn}~=1 of spring­
mass systems. The questions to be answered are as 
follows. 

(i) Given a positive integer N, can an existing 
spring-mass chain containing N masses be readily 
tested to determine whether the characteristic poly­
nomials 1>1,1>2'" . , 1>N associated with subsystems 
S1' S2' ... , SNare all classical polynomials of a 
single type; and if so, which type? 

(ii) Given a positive integer N, is it possible to 
choose positive spring constants (except possibly for 
ko) and positive masses so that the characteristic 
polynomials of {Sn}~=1 are all of a single specified 
classical type? 

(iii) In the limiting infinite-order case, what 
answers, if any, can be obtained to questions analo­
gous to those posed in (i) and (ii)? 

Here, as in all that follows, a classical polynomial 
is understood to be a Hermite, generalized Laguerre, 
generalized Bessel, or Jacobi polynomial, with linear 
changes of argument being permitted; however, the 

1670 
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last three types are to be understood in a slightly 
extended sense from the "usual" definitions. These 
extensions are specified in following pages. 

In Sec. 3, question (i) is affirmatively answered and 
the applicable testing procedure is presented. The 
affirmative answer to (ii) is given in Secs. 4 and 5 by 
means of constructed classes of examples; and the 
answers to (iii) are provided in Sec. 6. The develop­
ment of these answers depends basically on some 
recent results concerning certain recursively generated 
polynomials.1.2 Consequently, a summary of these 
results (the central one being Theorem 1.3 below) is 
presented in Sec. I; the recursive relations for 
characteristic polynomials of the systems under 
consideration are then derived in Sec. 2. 

1. PRELIMINARY THEOREMS AND 
DEFINITIONS 

Let {cPn(x)}':o be a sequence of polynomials 
generated by the three-term recursive relation 

cPo (x) = I, 

cPI(X) = Aox + Bo, (l.l) 

cPn+1(x) = (Anx + Bn)cPn(x) - CncPn-I(X), n ~ 1, 

in which Ao :;I: 0, AnCn :;I: 0 for n ~ 1, and both x 
and the coefficients Ai' Bi , Ci may be complex. Then 
cPn is of degree n for each integer n ~ O. It is well 
known3•4 that the four kinds of polynomials under 
consideration are Sturm-Liouville polynomials associ­
ated with a linear second-order ordinary differential 
equation. Consequently, in this paper attention is 
confined to sequences generated as in (1.1), whose 
terms satisfy a differential equation of this type. 

Let N be any integer greater than or equal to 3 
and consider the related finite sequence {cf>n(x)}~~o 
that is obtained from {cPn(x)}':o by restricting index 
n to 0 ::;; n ::;; N. The results of this section are appli­
cable to both types of sequences, but they are stated 
only for the finite case. The corresponding statement 
for the infinite case can be obtained from that for 
the finite case merely by letting N tend to infinity in 
all places where it appears. Proofs of these results 
can be found in Refs. 1 (Chap. 4) and 2; the proofs in 
the finite case differ from those in the infinite case 
only by appropriate changes in the range of the 
indices. 

1 F. L. Cook, Ph.D. dissertation, Georgia Institute of Technology, 
1967. 

• D. V. Ho, J. W. Jayne, and M. B. Sledd, Duke Math. J. 33, 131 
(1966). 

3 H. L. Krall and O. Frink, Trans. Am. Math. Soc. 65, 100 (1949). 
, G. Szego, Orthogonal Polynomials (American Mathematical 

Society, Providence, R.I.. 1959), Colloquiums Publication, Vol. 
XXIII. 

Theorem 1.1: Suppose that for 0::;; n ::;; N, cPn(X) 
is a solution of 

ao(x)y" + al(x)y' + [a2(x) + ,un]y = 0, (1.2) 

where the prime denotes differentiation with respect 
to the x coordinate and where ,un is a parameter 
depending on n but not on x. Then 

(i) a2(x) + ,un == An = n(n - I)A2/2 - n(n - 2)AI' 

0::;; n::;; N, 

(ii) alex) == EX + c5 == -AI(X + bo), 

and 

(iii) ao(x) == yx2 + fJx + IX 

== (AI - A2/2)x2 

+ [AI(b l + 3bo) - A2(b l + bo)]x/2 

+ [AI(bob l + b~) - A2(bobl - cl )]/2, 

where bn = Bn/A, for 0 ::;; n ::;; N - I and en = Cn/ 
AnAn-1 for I ::;; n ::;; N - 1. 

In the sequel, whenever reference is made to the 
differential equation (1.2), it is understood that the 
coefficient functions have the values prescribed by 
Theorem 1.1. 

Definition 1.1: Define ~, glen), and g2(n) for 
1 ::;; n::;; N - 2 by 

(i) ~ = (2b 2 - bl - bo) 

X [(bl - bO)2 + 4(c1 + c2)] + 9C2(bo - b2), 

(ii) glen) = [en + 1)A2 - (2n + l)Al]bn+1 

- [en - 1)A2 - (2n - 3)AI]bn 
- (bo -+ bl )A2 + (b l + 3bo)AI' 

(iii) g2(n) = [4nAI - (2n + I)A2Jcn+1 

+ [(2n - 3)A2 - (4n - 8)Adcn 
+ [(2n - l)AI - nA21b~ 

+ [en + 1)A2 - (2n + 1)Allbnbn+1 

- (bob l - CI)A2 + (bob l + b~)AI' 

Theorem 1.2: The polynomial cPn(x) is a solution .of 
(1.2) for 0 ::;; n ::;; N if and only if glen) = g2(n) = 0 
for I ::;; n ::;; N - 2. 

Differential equation (1.2) is guaranteed to be 
nontrivial (the coefficient functions are not all zero) 
provided ~ = 0; and in this case the choices Al = 1 
and A2 = [(hI - ho)2 + 4(CI + c2)]/3c2 can be made 
without loss in generality. These values of Al and A2 
and the condition ~ = 0 are assumed in all that 
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follows. Also, the restrictions Ai '=F Ai (i '=F j; i, j = 0, 1, 2, ... ,N) are of great importance in ensuing 
work. With Ao = ° and Al = 1 they are equivalent to A2 '=F 2(i + j - 2)/(i + j - 1), i '=F j; i + j ~ 2, i, 
j = 0, 1,2, ... ,N. Under such restrictions the system of difference equations glen) = g2(n) = 0, 1 :S n :S 
N - 2, has no singular points; and the (unique) solution (for given ho, hI' CI , and A2) is known 
(Ref. 1, Chap. 4). It is given by 

b
n 

= [(bo + bl)(A2 - 2) + (b i - bo)][(n - 1)(A2 - 2) + 2]n - 2bo(A2 - 2) + 2bo , (1.3) 

2[n(A2 - 2) + 1H(n - 1)(A2 - 2) + 1] 

n[(n - 2)(A2 - 2) + 2] 
cn=--------~~--~~--~--~-------

[(2n - 1)(A2 - 2) + 2H(2n - 3)(A2 - 2) + 2] 

x {A C + (b - b )2(A _ 1)2(n - 1) (n - 1)(A2 - 2) + 2} 2 _< n <_ N - 1. (1.4) 
2 I I 0 2 4[(n _ 1)(A2 _ 2) + 1]2 ' 

Remark 1.1: For the limiting infinite-order case, it is 
known (Ref. 5, Chap. 3) that whenever rpn(x) satisfies 
the nontrivial differential equation (1.2) for n ~ 0, it 
is impossible for Ai to equal Ai with i :;1= j. Hence, no 
singular points of the system glen) = g2(n) = 0, 
n ~ 1, can occur; and the solution is given by (1.3) 
and (1.4) for n ~ 2. On the other hand, the situation 
Ai = Ai for unequal integers i and j in [0, N] can occur 
if rpn(x) satisfies (1.2) only for ° :S n :S N (Ref. 1, 
Chap. 3). Even in this case the solution to the finite 
system glen) = g2(n) = 0, 1 :S n :S N - 2, (provided 
it exists) has been determined. Equation (1.4) and some 
results of Ref. 5 can be used to provide a derivation of 
this solution. 

Theorem 1.2 and the results following can be 
summarized as a single theorem. 

Theorem 1.3: For ° :S n :S N, rpn(x) is a solution 
of the nontrivial differential equation (1.2) in which 
Ai:;l= Ai' i:;l= j; i,j = 0,1,2,"', Nifand only if 

(i) Ll = 0, 
(ii) [(bo - hlP + 4(cl + c2)]/3c2 is different from 

2(m - 2)/(m - 1) for 2 :S m :S 2N - I, 
(iii) bn and Cn are given by Eqs. (1.3) and (1.4) in 

which A2 = [(ho - bl )2 + 4(cl + c2)]/3c2. 

2. RECURSIVE RELATIONS FOR THE 
SYSTEM OF FIGURE 1 

Consider again the system of coupled harmonic 
oscillators shown in Fig. 1. If one mass mo is coupled 
to two springs having spring constants ko and kl 
(n = ° in Fig. 1), the equation of motion is 

(moD2 + ko + k1)xO = 0, 

where D = d/dt and Xo is the displacement of mo from 
the equilibrium position. If a second mass m1 and third 
spring with spring constant k2 are added in such a 
way that the resulting system corresponds to n = 1 

5 J. W. Jayne, Ph.D. dissertation. Georgia Institute of Technology, 
1965. 

in Fig. 1, the equations of motion are 

(moD2 + ko + kl)xO - klXI = 0, 

-kIXO + (m1D2 + kl + k2)XI = 0. 

If the system is enlarged by adding additional masses 
and springs in the manner indicated and if N is any 
integer greater than or equal to 3, the equations of 
motion for N masses and N + 1 springs are 

(moD2 + ko + k1)xO - klXl = 0, 

-kIXO + (mlD2 + kl + k2)XI - k2x2 = 0, 

-kN- IXN-2 + (mN_ID2 + k N- I + kN)XN-I = 0. 

(2.1) 

To obtain the finite sequence {rpn}~=l of characteristic 
polynomials associated with this finite sequence 
{Sn}~=l of successively larger spring-mass configura­
tions, assume solutions of the form Xi = Tiei(f)t, 
substitute into the ll;ppropriate-size system of differ­
ential equations, and then expand the resultant 
det~rminant of the coefficient matrix of the system. 
If each of the nth-order determinants (1 :S n :S N) is 
expanded about its last row, the results are 

rpl = - mow
2 + ko + ku 

rp2 = (-m 1w
2 + kl + k2)rpl - ki, 

rp3 = (-m2w
2 + k2 + ka)rp2 - k~rpl' 

(2.2) 

rpn = (- mn- 1 w
2 + kn- 1 + kn)rpn-l - k!_l rpn-2 , 
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Thus, if 4>0 is defined to be 1 and if the characteristic 
polynomials for the systems of orders n - 1,. n, and 
n + 1 are viewed as polynomials in w 2

, they are 
related by a three-term recurrence relation of the 
form (Ll), in which 

bn = -(kn + kn+l)/mn, 0 ~ n ~ N - 1, (2.3) 

and 

en = k;'/mnmn_l , 1 ~ n ~ N - 1. (2.4) 

Consequently, each bn is negative and each Cn is 
positive for this finite sequence of systems. The value 
of A2 to be used is [(bi - bO)2 + 4(c1 + c2)]/3c2 (recall 
the discussion immediately following Theorem 1.2), 
where bo, bl , C1 , and C2 are as specified in Eqs. (2.3) 
and (2.4). 

Remark 2.1: Our attention has been called to the 
following interesting physical interpretation for the 
characteristic polynomials of this sequence of systems; 
a more detailed discussion can be found in Ref. 6. 
Suppose ko > 0 (so that the system of Fig. 1 is fastened 
at both ends) and let Un denote the displacement 
amplitude of mass mn • Set Uo = 1. Then Un' thought 
of as a function of parameter w2

, is related to 4>n by 
4>o(w2) = UO(w 2) and 4>n(w2) = k1k 2 • •• knun(w2) if 
n ;;::: 1. For a given system SN of order N;;::: 3, 
4>o(w2) = UO(w2), 4>n(w2) = klk2 ... k nun(w2) if 1 ~ 
n ~ N - 1, and 4>N(W2) = klk2 ... kNuN(w2), where 
UN is the displacement amplitude of the last mass mN 
in system SN+l of order N + 1. Thus, the zeros of 
UN( w2) are precisely the squared natural frequencies of 
system SN' 

For the electrical analog of the system depicted 
in Fig. 1, the differential equations and characteristic 
polynomials are readily obtained from (2.1) and (2.2) 
by replacing m i , k i , and Xi by inductance L i , the 
reciprocal of capacitance, D i , and charge Qi' respec­
tively-the analogy being drawn only if ko > O. In 
this case conditions (2.3) and (2.4) become 

bn = -(Dn + Dn+l)/ DnDn+lLn, 0 ~ n ~ N - 1, 

(2.5) 

and 

Once again, each bn is negative, each Cn is positive, 
and A2 is computed from [(bl - bO)2 + 4(CI + c2)]/3c2 • 

8 H. B. Rosenstock and R. E. McGill, J. Math. Phys. 3, 200 (1962). 

3. CHARACTERIZATION OF HERMITE, 
LAGUERRE, BESSEL, AND JACOBI 

POLYNOMIAL SEQUENCES 

The following four pairs of theorems provide 
necessary and sufficient conditions that a sequence 
{4>n(x)}':o generated as in (Ll) or its related finite 
sequence {4>n(x)}~=o (N;;::: 3) be-apart from a deter­
minable linear change of variable and computable 
multiplicative factors independent of x-a sequence 
(finite sequence) of one of the four types of classical 
polynomials. The conditions are formulated in terms of 
only the coefficients bn and Cn , which are defined in 
Theorem 1.1. Consequently, question (i) and the por­
tion of question (iii) related to question (i) can be 
answered by use of these theorems in which bn and Cn 
are identified as in (2.3) and (2.4). 

For efficiency in application, the theorems are 
stated separately rather than lumped into "if and 
only if" theorems. Moreover, proofs are provided 
for only two of the four pairs (the Hermite and Jacobi 
cases) because techniques used are much the same in 
all four cases. Proofs for the remaining two pairs can 
be found in Ref. 1, Chap. 3. Finally, as in Sec. 1, 
results are stated only for the finite case with arbitrary 
N> 3; extensions to the infinite case can be obtained 
in the natural manner. 

In all that follows, N is a fixed but arbitrary integer 
not less than 3, and D n denotes a nonzero term 
independent of x. 

Definition 3.1: Let n be a nonnegative integer. The 
Hermite polynomial of degree n, denoted by H n , is 
defined by 

[nI2] (-lln! (2t)n-2k 

Hn(t) =.'? k' ( - 2k)' ' k-O • n . 

where [ ] denotes the greatest integer function. 

Theorem 3.1: If (A) A2 = 2, (B) bl = bo, and (C) 
bn and Cn are given by (1.3) and (1.4) for 2 ~ n ~ 
N - 1, then 4>n(x) = DnHn«x + bo)(2cl)-~) for 
o ~ n ~ N, where the principal square root is taken. 

Proof If conditions A-C hold, Theorem 1.3 implies 
that 4>n(x) satisfies a differential equation of the form 
0.2) in which Al = 1, A2 = 2, and bi = bo• Con­
sequently, 4>nCx) is a solution of 

cJ..Y" - (x + bo)y' + ny = 0 (3.1) 

(where the prime denotes d/dx) for 0 ~ n ~ N. 
Under the change of variable x = (2CI)~t - bo, 
where the principal square root is taken, (3.1) trans­
forms to the Hermite differential equation 

y" ~- 2ty' + 2ny = 0, (3.2) 
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where the prime denotes dldt. The only polynomial 
solutions of (3.2) are (to within multiplicative con­
stants) the Hermite polynomials. Hence, 

cPn(x) = DnHn«x + bo)(2c1)-i) for 0 ~ n ~ N. 

Theorem 3.2: Ifthere exist a nonzero constant I-' and 
a constant v such that cPn(x) = DnHn(l-'x + v) for 
o ~ n ~ N, then bn and Cn satisfy conditions A-C of 
Theorem 3.1. 

Proof Whenever such constants exist, it follows 
from (3.2) and the chain rule for differentiation that 
cPn(x) is a solution of 

(21-'2)-ly" + (-x - vll-')y' + ny = 0 (3.3) 

(where the prime denotes dldx) for 0 ~ n ~ N. Equa­
tion (3.3) is a nontrivial differential equation of the 
form (1.2) in which A1 = 1 and A2 = 2. Hence, by 
Theorem 1.3, condition C is satisfied; and from part 
(iii) of Theorem 1.1, 0 = f3 = (bo - b1)/2. 

Definition 3.2: Let n be a nonnegative integer and a 
any complex number. The extended generalized 
Laguerre polynomial of degree n, denoted by L~, is 
defined by 

L~(t) = i (a + n)(_l)ktklk!, 
k=O n-k 

where 

(: ~:) = n(a + k +j)/(n - k)! 

if 0 ~ k ~ n - 1 and (atn) = 1. 

The definition of L~ given here agrees with that of 
the classical generalized Laguerre polynomial of 
degree n whenever a > -1. 

Theorem 3.3: If (A) A2 = 2, (B) b1 =F: bo, and (C) 
bn and Cn are given by (1.3) and (1.4) for 2 ~ n ~ 
N - 1, then for 0 ~ n ~ N, cPn(x) = DnL~(l-'x + v), 
where a = 4c1(bo - b1)-2 - 1, I-' = 2/(bo - b1), and 
v = 2(bo + 2c1/(bo - b1»/(bo - b1). 

Theorem 3.4: If there exist a nonzero constant I-' 
and constants v and a such that cPn(x) = DnL~(l-'x + v) 
for 0 ~ n ~ N, then bn and Cn satisfy conditions 
A-C of Theorem 3.3. 

Definition 3.3: Let n be a positive integer, b a non­
zero complex number, and a a complex number not 
an integer in [-2(n - 1), -en - 1)]. The extended 
generalized Bessel polynomial of degree n, denoted 
by B~a.b), is defined by 

B~·b)(t) = i (n)<n + k + a _ 2)(k) (£)k, 
k=O k b 

where (~) is a binomial coefficient, 
k (n + k + a - 2)(k) = II (n + k + a - j - 1) 

1=1 

if 1 ~ k ~ n, and (n + a - 2)(0) = 1. For nonzero 
complex b, B~a.b)(t) == 1. 

The definition above agrees with that of the general­
ized Bessel polynomial of degree n provided a is other 
than a nonpositive integer.3 The condition imposed 
on a for n ~ 1 is the minimal one to guarantee that 
B~a.b) is ,a polynomial of degree exactly n. 

Theorem 3.5: If (A) A2 =F: 2, (B) (A2 - 1)2(bo - b1)2 + 
4A2(A2 - 2)c1 = 0, (C) bn and Cn are given by (1.3) 
and (1.4) for 2 ~ n ~ N - 1, and (0»).2 =F: 2(m - 2)1 
(m - I) for 2 ~ m ~ 2N - 1, then 

cPn(x) = DnB~a.2)(I-'X + v) for 0 ~ n ~ N, 

where 

a = 2/(A2 - 2), I-' = 2().2 - 2)2/(bo - b1)().2 - I), 

and 

v = ().2 - 2)[(bo + b1»).2 

- (3bo + b1)]/().2 - I)(bo - b1)· 

Theorem 3.6: If there exist a nonzero constant I-' 
and constants v, a, and b such that 

cPn(x) = DnB~a.b)(I-'X + v) 

for 0 ~ n ~ N, then bn and Cn satisfy conditions 
A-D of Theorem 3.5. 

Definition 3.4: Let n be a positive integer and let 
a and b be any two complex constants such that 
a + b is not an integer in [-2n, -en + 1)]. The gen­
eralized Jacobi polynomial of degree n, denoted by 
p~a.b), is defined by 

p~.b\t) = :! {U (a + j) 

+ ~: [ G) il (n + a + b + j) 

X IT (a + k + m)«t - 1)/2)k] 

+ U (n + a + b + j)«t - 1)/2)n}, 

where the middle summand is omitted when n = 1. 
For any two complex numbers a and b, p~a.b)(t) == 1. 

Definition 3.4 agrees with that of the classical 
Jacobi polynomial of degree n provided' a > -1 and 
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b > -1. The condition imposed on a + b for n ~ I Theorem 3.8: If there exist a nonzero constant fl 
is the minimal one to guarantee that p~a,b) is of and constants '1', a, and b such that 

degree n. 

Theorem 3.7: If (A) .1.2 -:;6 2, (B) (.1.2 - l)2(bo - bJ2 + 
4A2(A2 - 2)Cl -:;6 0, (C) bn and Cn are given by (1.3) 
and (l.4)for 2 S n S N - 1, and (D) .1.2 -:;6 2(m - 2)/ 
(m - 1) for 2 S m S 2N - 1, then 

CPn(x) = DnP(:,b)(1 - 2(flx + '1'» for ° S n S N, 

where 

a = -1 + 2(Xl + bo)/(A2 - 2)(Xl - x 2), 

b = -I + 2(X2 + bo)/(A2 - 2)(X2 - Xl), 

fl = 1/(X2 - Xl) and 'I' = -Xl /(X2 - Xl)' 

Here 

and 

X2 = [A'2(bo + bl ) - (b l + 3bo)]/2(2 - A2) 

+ {[(A2 - 1)2(bo - bl)2 

+ 4}'2(A2 - 2)c l l/4(2 - A2)2}! 

are the two distinct zeros of the coefficient of y" in 
(1.2) (the square root used being the principal one). 

Proof' If conditions A-C hold, Theorem 1.3 implies 
that CPn(x) satisfies (1.2) in which Al = 1, .1.2 -:;6 0, 
and discriminant D of the coefficient of y" is nonzero. 
Hence CPn(x) is a solution of 

(1 - A2/2)(x - Xl)(X - x2)y" - (x + bo)y' 

+ [n(n - I)A2/2 - n(n - 2)Jy = 0, (3.4) 

where the unequal quantities Xl and X 2 are as specified 
in the statement of the theorem. If the change of 
variable x = t[Xl + X2 - (X2 - xl)t] is made, (3.4) 
transforms to the Jacobi differential equation 

(1 - t 2)y" + [b - a - (a + b + 2)tJy' 

+ n(n + a + b + l)y = 0, (3.5) 

in which a and b are as stated in the theorem. Con­
dition D forces 2/(.1.2 - 2) - 2 = a + b to be other 
than an integer in [-2N, -2]. With this restriction 
on a + b, a straightforward argument shows that the 
only polynomial solutions of (3.5) (to within multi­
plicative constants) are the generalized Jacobi poly­
nomials. It follows that 

CPn(X) = DnP~a,b)[l - 2(x - Xl)/(X2 - Xl)] 

forO S n S N. 

CPn(X) = DnP~a,b)[1 - 2(flx + '1')] for ° S n S N, 

then bn and Cn satisfy conditions A-D of Theorem 3.7. 

Proof From (3.5), the chain rule for differentiation, 
and the fact that a + b -:;6 -2, it follows that CPn(x) 
is a solution of 

(flX + '1')(1 - flx - '1') " 
.Y lea + b + 2) 

+ r _ a + 1 _ (flX + Y)Jyl 
L,u(a + b + 2) fl 

n(n + a + b + 1) ° + y-
a+b+2 

(3.6) 

for ° S n S N. Equation (3.6) is a nontrivial differ­
ential equation of the form (1.2) in which Al = 1, 
A2 -:;6 2, and discriminant D -:;6 0. By Theorem 1.3, 
condition C is satisfied; and since 2/(.1.2 - 2) - 2 = 
a + b is not an integer in [-2N, -2], 

A2 -:;6 2(m - 2)/(m - 1) for 2 S m S 2N - 1. 

In addition to providing constructive answers to 
question (i) and a portion of question (iii), Theorems 
3.1-3.8 and their extensions to the infinite case 
indicate at what point (if any) the sequence of systems 
Sn first fails to meet the requirements. If all con­
ditions are satisfied except the representations for bn 

and Cn given by (1.3) and (1.4) (and condition D 
in the Bessel and Jacobi cases) and if j is the largest 
integer in [3, N) such that these exceptions hold true 
for 2 S n sj - 1 (and 2 S m S 2j - 1), then 
systems Sl, S2, ... , S; will have characteristic poly­
nomials CPn (w2) that are all of one classical type; but 
the finite sequence of systems {Sn}~-:ll will not meet 
such requirements. 

A computational advantage that occurs when a 
spring-mass chain is one of the four types, is the 
relative ease with which the natural frequencies can 
be determined. Since the linear change of variable 
and other parameters that occur in characteristic 
polynomial CPN can readily be calculated, the problem 
of determining the natural frequencies of such an Nth­
order system often reduces merely to looking up the 
N tabulated zeros of the type of polynomial involved. 
Even if a tabulation of the desired zeros has not 
been made, a numerical compilation of these zeros 
should not be difficult to obtain because of the detailed 
available knowledge about them.4 Clearly the same 
comments are applicable to the j natural frequencies 
of any subsystem Sj' where 1 S j S N - 1. 
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4. ADDmONAL NECESSARY CONDmONS 
FOR CONSTRUCTIONS 

In question (i) the problem of physical realizability 
does not arise: the physical system is already built, 
so the spring constants and masses are a priori 
positive except possibly for k o• The opposite is true in 
the study of question (ii). Theorems 3.l-3.8 state 
necessary and sufficient conditions on 

bn == - (kn + kn+I)/mn and cn == k~/mnmn_l 
which are to be met in the mathematical representa­
tion of k n and mn ; but the added physical require­
ments that k n > 0 for 1 ~ n ~ N, ko ;;:::; 0, and 
mn > 0 for 0 ~ n ~ N - 1, must also be taken into 
account. Such requirements imply that bn < 0 for 
o ~ n ~ N - 1 and Cn > 0 for 1 ~ n ~ N - 1. 
Based on these sign constraints, the next four theorems 
provide additional necessary conditions for construc­
tion of an Nth-order spring-mass system of one of the 
desired types. 

Notice first that if ;'2 = 2, Eqs. (1.3) and (1.4) 
reduce to 

and 
• Cn = (n2 - n)(bi - bO)2/4 + ncl , (4.2) 

respectively. From these relations and Theorems 
3.l-3.4, the first two of the four theorems are evident. 
They are stated simply for completeness. 

Theorem 4.1: In the Hermite case, cn > 0 for 

Theorem 4.2: In the extended generalized Laguerre 
case, cn > 0 for 1 ~ n ~ N - I and bn < 0 for 
o ~ n ~ N - 1 if and only if bo < 0, bi < 0, 
bi < bo(1 - 1/(N - 1», and CI > o. . 

Remark 4.1: At this stage it is worth noting that 
any Nth-order extended generalized Laguerre system 
which is built will be of the "usual" generalized 
Laguerre type (that is, a> -1); for by Theorems 
3.3-3.4, the characteristic polynomials are CPn(w2) = 
DnL~(f1-w2 + v) for 0 ~ n ~ N, where 

a = 4cI/(bo - bl)2 - 1 > -1. 

Theorem 4.3: In the extended generalized Bessel 
case, cn > 0 for 1 ~ n ~ N - 1 and bn < 0 for 
o ~ n ~ N - 1 if and only if bo < 0, bi < 0, CI > 0, 
2 - 2/(2N - 3) < ;'2 < 2, and either 

b < bo(3 - A2){1 _ 2 } 
1 ).2 - 1 [2 + (N - 2)().2 - 2)](N - 1) 

(4.3) 
or 

b (3 - ).2) {I _ 2 } < b 
o ).2 - 1 [2 + (N - 2)(;'2 - 2)](N _ 1) 1 

< bo(~){1 _ 2 } 
).2 - 1 [2 + (N - 3)().2 - 2)](N - 2) . 

(4.4) 

Proof Suppose first that Cn > 0 and bn < O. Then 

1 ~ n ~ N - 1 and bn < 0 for 0 ~ n ~ N - 1 if implies 0 < ).2 < 2; and the solution for Cn displayed 
and only if bo < 0 and CI > O. in (1.4) reduces to 

C
n 

= [(2n - 1)().2 - 2) + 2][(2n - 3)(;'2 - 2) + 2][(n - 1)(;'2 - 2) + 1]2 
(4.5) 

for 2 ~ n ~ N - 1. Write En = (n - 2)().2 - 2) + 2, Fn = (2n - 1)().2 - 2) + 2, and Gn = (2n - 3) x 
(;'2 - 2) + 2. Since C2, E2, and G2 are positive, (4.5) implies F2 > O. Thus ;'2 > t, and the inequality 
involving ).2 is verified when N = 3. Suppose that N;;:::; 4 and E;, F;, and G j are positive for some 
integer j satisfying 2 ~ j ~ N - 2. Then G;+1 = F; > O. Since ).2 < 2, G n ~ En for n;;:::; 1; conse­
quently Ei+1 > O. Since Cm > 0, (4.5) implies Fi+1 > O. Hence En, Fn, and Gn are positive for 
2 ~ n ~ N - 1. It follows that ).2 > 2 - 2/(2N - 3). To deduce (4.3) or (4.4), first set 15 = 2 - ).2' Then 
0<15 < 2/(2N - 3), 0 < (n - 1)15 < 1 for 2 ~ n ~ N - 1, and 0 < nr5 < 1 for 2 ~ n ~ N - 2. In terms 
of 15, (1.3) can be written as 

b
n 

= [bl(l - 15) - bo(1 + 15)][2 - (n - l)r5]n + 2bo(1 + 15) 
2(1 - nr5)[1 - (n _ 1)15] (4.6) 

for 2 ~ n ~ N - 1; and the denominator will be 
positive for 2 ~ n s: N - 2. According to whether 
(N - 1)15 < 1 or (N - 1)15 > 1, Eq. (4.3) or (4.4) 
will occur. For suppose (N - 1)15 < 1. Then bn < 0 
for 2 ~ n s: N - 1 if and only if the numerator 

of (4.6) is negative for 2 ~ n ~ N - 1. This is true 
if and only if 

bi < bo(Uj){l _ 2 } 
1 - 15 [2 - (n - l)r5]n ' 
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which is equivalent to (4.3) since the expression in as 
braces is a positive, strictly increasing function of 

Vn+! = bn- 1bn(1 - l/vn)/cn, for 1 ~ n ~ N - 1 , 

(5.1) 
n and since bo and bi are negative. If (N - l)Cl > 1, 
bn < 0 for 2 ~ n ~ N - 1 if and only if the numera­
tor of (4.6) is positive when n = N - 1 and (4.3) 
holds with N replaced by N - 1. The last statement 
implies inequality (4.4). 

Conversely, suppose that bo < 0, bi < 0, CI > 0, 
2 - 2/(2N - 3) < A2 < 2, and that either (4.3) or 
(4.4) holds. All steps taken in the necessity part of 
the proof for the derivation of (4.3) and (4.4) are 
reversible. So bn < 0 for 0 ~ n ~ N - 1. When 
2 - 2/(2N - 3) < ..1.2 < 2, then En' Fn, and Gn are 
positive for 2 ~ n ~ N - 1. Consequently, by (4.5), 
Cn > 0 for 2 ~ n ~ N - 1. 

Theorem 4.4: In the generalized Jacobi case, 
Cn > 0 for 1 ~ n ~ N - 1 and bn < 0 for 0 ~ n ~ 
N - 1 if and only if bo < 0, bi < 0, C1 > 0, 2 - 2/ 
(2N - 3) < ..1.2 , and either (4.3) or (4.4) holds. 

Proof" The proof is similar to that of Theorem 4.3 
and is, therefore, omitted. A complete proof can be 
found in Ref. 1, Chap. 5. 

Remark 4.2: It can easily be shown (Ref. 1, Chap. 5) 
that any physical Jacobi-type system of order N will 
have characteristic polynomials of the classical 
Jacobi type if and only if A2 > 2. Thus, if 2 - 2/ 
(2N - 3) < ..1.2 < 2 and ..1.2 #- (2N - 3)/(N - 1), the 
charactelistic polynomials all fall into the generalized 
Jacobi category. Such behavior is in contrast to that 
of physical Laguerre systems (see Remark 4.1). 

5. SOME CONSTRUCTIONS OF THE FOUR 
TYPES OF SYSTEMS 

Once bo , bI , CI , and ..1.2 are specified, bn and Cn are 
completely determined by (1.3) and (1.4). The con­
struction of anyone of the desired systems therefore 
hinges on a choice of these parameters such that (1) 
all necessary conditions on bn and Cn hold for the 
particular type system and (2) with the possible 
exception of ko = 0, each component of the solution 
pair {kn , mn } to finite difference system (2.3) and (2.4) 
is positive. Equation (5.1) below is helpful in deducing 
appropriate choices. 

Suppose that a proper choice of bo, bI , CI , and ..1.2 
is made. Then ko + kl = -mobo and 

k!bn/(kn + kn+I)Cn = -mn- 1 = (kn- I + kn)/bn- I , 

for 1 ~ n ~ N - 1. If it is further assumed that ko 
is chosen as positive, the last equation can be rewritten 

where vn+I = 1 + kn+!/kn , 0 ~ n ~ N - 1. 
For the Hermite case, difference system (2.3) and 

(2.4) reduces to 

kn + kn+! = -mnbo, o ~ n ~ N - 1, (5.2) 

k! = nmn_ImnCl> 1 ~ n ~ N - 1; (5.3) 

and (5.1) becomes 

Vn+! = b~(1 - l/vn)/ncI , for 1 ~ n ~ N - 1, 

(5.4) 

with VI == 1 + k1/ko. Let ko> 0, k1 ;;::: ko, and 
mo > 0 be chosen and set bo = - (ko + kl)/mo. 
Then set CI = kb~/4(N - 1), where k is a number in 
(0, 1]. With these choices VI;;::: 2; and, by finite 
induction, 

for 1 ~ n ~ N - 1. Hence, kn+1/kn;;::: 1; since 
kl ;;::: ko > 0, kn > 0 for 0 ~ n ~ N. Consequently, 
if k n is computed from (5.4), it is positive and 
satisfies 

k! = nc1(kn_1 + kn)(kn + kn+!)/b~, 
for 1 ~ n ~ N - 1. (5.5) 

Use these quantities in (5.2) to compute mn for 
1 ~ n ~ N - 1. The mn so calculated will all be 
positive; and (5.3) will be satisfied by virtue of (5.5). 
The indicated choices for bo, bI , C1 , and A2 thus 
guarantee that k n and mn computed by means of 
(5.2) and (5.3) will all be positive. By Theorem 3.1 

1>n(w2) = (-I)nDnHn[«2N - 2)/k)!(w2/bo + 1)], 

O-;;;'n~N. 

To satisfy the necessary conditions 

(..1.2 - 1)2(bo - b1)2 + 4)'2(A2 - 2)Cl = 0, 

A2 #- 0, and ..1.2 #- 2 in the Bessel case, bo cannot equal 
bi and bo, hI, C1 , and A2 must be related by 

A2 = 1 ± [4Cl/«bo - hlP + 4Cl)}t. (5.6) 

The condition 2 - 2/(2N - 3) < ,12 < 2 implies 
A2 > t; so only the positive square root is acceptable 
in (5.6). Set A2 = 2 - 4/(4N + 1). Then all necessary 
conditions on ..1.2 are met; and, in fact, ..1.2 #- 2(m - 2)/ 
(m - 1) for m;;::: 2. With this choice of A2 (5.6) 
implies 
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and since (N - 1)(2 - A2) < 1, the proof of Theorem 
4.3 shows that bo and bl must be related by (4.3). 
Thus 

b b (N - 2)(2N + 3)(4N + 5) (58) 
I < ° (N _ 1)(2N + 5)(4N - 3) . . 

Lemma 5.1: Let bo, bl , and C1 be related by (5.7) 
and (5.8) and subject also to bo < 0, bl < O. Then a 
choice of such quantities can be made so that bn_1bn/cn, 
the coefficient of (1 - l/vn) in (5.1), is not less than 
4 for 1 S n S N - 1, where bn is determined by (1.3), 
Cn is determined by (4.5), and A2 = 2 - 4/(4N + 1). 

Proof" Choose bo < 0 and set 

bi = 2N3bo/(2N3 + 1), (5.9) 

CI = (4N - 3)2b~/32(2N3 + 1)2(4N - 1). (5.10) 

Then (5.7) and (5.8) hold; and a straightforward 
calculation shows that the proposed inequality is 
equivalent to 

8 [4(N - n) + 7][4(N - n) + 3]{32N3(N - n)2 

+ 4&N3(N - n) + 10N3 - 16N2n + 8Nn2 + 16N2 

- 32Nn + 10n2 + 24N - 15n + 5} 

x {32N3(N - n)2 + 112N3(N - n) + 90N3 

- 16N2n + 8Nn2 + 32N2 - 48Nn + lOn2 + 64N 

- 35n + 30} 2 [4(N - n) + 1][4(N - n) + 9] 

x (4N - 3)2(4N + 1)2(4Nn - 2n2 + 5n), 

for 1 S n S N - 1. (5.11) 

The minimum value for each of the two terms in 
braces in (5.11) occurs when n = N - 1, and these 
minimum values are positive. Thus, for 1 S n S 
N - 1, each term in parentheses, brackets, or braces 
is positive. Because of this it is clear that (5.11) can be 
proved by verifying a modification in which all 
bracketed terms are deleted. Since both terms in 
braces are positive, the minimum value of the left 
side of (5.11) less the two bracketed terms occurs 
when n = N - 1. The maximum value of the right 
side with the bracketed terms deleted also occurs 
when n = N - 1. Hence, to establish the lemma it 
suffices to verify (5.11) less all bracketed terms when 
n = N - 1. A routine computation of the last 
condition completes the proof. 

With the aid of Lemma 5.1, examples of Bessel 
systems of order N can easily be provided. Choose 
k o> O,kl 2 ko,mo > o and setbo = -(ko + kl)/mO' 

Let bl and Cl be given by (5.9) and (5.10), respectively. 
Then, from the proof of the lemma, the fact that 
Vl ~ 2, and from finite induction, Vn ~ 2 for 

I S n S N. So if kn is computed from (5.1) in which 
bn is given by (1.3), cn is specified as in (4.5), and 
A2 = 2 - 4/(4N + 1), then k n will satisfy 

k~ = cnCkn- l + kn)(kn + kn+l)/bnbn_ l (5.12) 

for 1 S n S N - 1 and will be positive. Use these 
quantities in (2.3) to compute mn for 1 S n S N - 1. 
The mn so calculated will all be positive; and (2.4) 
will be satisfied by virtue of (5.12). By Theorem 3.5, 

1>n(w2) = DnB<;:·2)(flW2 + v) for 0 S n S N, 

where 

a = -(4N + 1)/2, 

fl = 32(2N3 + 1)/(4N + 1)(4N - 3)bo, 

v = 4(16N3 + 4N + 5)/(4N - 3)(4N + 1), 

and the polynomials are of the classical generalized 
Bessel type. 

An appreciable number of "closed-form" construc­
tions for the Laguerre and Jacobi cases are known. 
Some of them are now presented. In the Laguerre 
case, a constructive scheme that furnishes examples 
other than those to be given is also available (Ref. 1, 
Chap. 5); its technique is similar to the one already 
elaborated in the Hermite and Bessel cases. 

To begin with, an Nth-order spring-mass configura­
tion in which mo > 0, kl > 0, kn = nkl for 0 S 
n S N, and mn = mo for 1 S n S N - 1 furnishes 
an example of an Nth-order Laguerre system in which 
ko = ° (the left end of the configuration is free). By 
Theorem 3.3, the characteristic polynomials of this 
system are 1>n(w2) = DnL~(mow2/kl) for ° S n S N. 

As an example of a Laguerre system in which 
ko > 0, choose ko > 0, mo > 0, k n = ko for 1 S 
n S N, and mn = mo/(n + 1) for 1 S n S N - 1. 
In this case 1>n(w2) = DnL~(mow2/ko) for ° S n S N. 
The construction can be generalized as follows: 
Choose ko > 0, mo > 0, a > 0, 

kn = n! ko/a(a + 1) ... (a + n - 1) 

for I S n S N, and mn = n! mo/(a + 1)· .. (a + n) 
for 1 S n S N - 1. Then each kn and mn is positive, 
and all conditions of Theorem 3.5 are satisfied. So 
1>n(w2

) = DnL~(amow2/ko) for 0 S n S N. 
As an example of a family of Nth-order Jacobi-type 

systems in which ko > 0, first choose r > 0, ko > 0, 
and mo > O. Then set kn = korn for 1 S n S Nand 
mn = morn for 1 S n S N - 1. By Theorem 3.7, 

1>nCw2) = Dnp<;:·b)[1 - 2(flW2 + v)], 

for 0 S n S N, 

where a = b = t, fl = mo/4kor!, and 

v = -(r! - 1)2/4r!. 
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It follows that 

4>-nCo}) = (_1)n DnVn[2(,uw2 + 'V) - 1], 

for 0 ~ n ~ N, where Vn is the Tchebycheff poly­
nomial of degree n of the second kind. Note that the 
simple case in which all spring constants are equal 
and all masses are equal is included within this 
family. Such a model is sometimes appropriate for 
structure theory of homogeneous media. In this case 

4>-n(w2) = (-1)nDnVnC-1 + mow
2/2ko), 

for 0 ~ n ~ N. 
An example in which ko = 0 is furnished by the 

following. Choose mo > 0 and kl > O. Then set 
k n = nkl for 0 ~ n ~ Nand mn = (2n + l)mo for 
1 ~ n ~ N - 1. From Theorem 3.7, 

4>-n(w2) = (-ltDnPn(-1 + mow2/k]), 

for 0 ~ n ~ N, where Pn == P~O,o) is the Legendre 
polynomial of degree n. 

As a final example of a Jacobi system, let mo > 0, 
kn = mo/2(2n + 1) for 0 ~ n ~ N, and mn = mol 
(n + 1) for 1 ~ n ~ N - 1. Then 

4>n(w2) = (_1)n DnP~,l)(2w2 - 1) 

for 0 ~ n ~ N. 

6. THE INFINITE-ORDER CASE 

The remainder of the answer to question (iii) is 
provided in this section. Specifically, that portion of 
the question which relates to question (ii) is developed. 
For the infinite-order case, the following three 
theorems show that of the four possible kinds, only 
Jacobi- and Laguerre-type systems can ever be 
generated; and the latter type can occur only if 
relatively stringent conditions on mn and k n are 
satisfied. 

Theorem 6.1: For a given set of values mo, ml , ko, 
kl' k2, it is impossible, by successively adding 
springs and masses as shown in Fig. 1, to construct 
an infinite-order system of harmonic oscillators such 
that 4> .. (w2) = DnHn(,uw2 + Y) for every nonnegative 
integer n. 

Proof' Suppose the contrary. Then from Eqs. 
(2.3), (2.4), and (4.1) and (4.2) in which bi = bo, 

(kn + kn+1)/mn = (ko + kl)/mO ' (6.1) 

and when these expressions are inserted into (6.1), the 
result can be written as 

(ko + kl)/mOn! 

= kl[(mn/mn_I)-! + (1 + l/n)!(mn+1/mn)I]f(moml)!' 

(6.3) 

Suppose limn~oo mn+1!mn = L2 > O. Then, when the 
limits of both sides of (6.3) are taken, the result is 
o = kl(L + I!L)!(moml)l, a contradiction. If 

1· mn+1 0 Im--= 
n-+C() mn 

or if this limit does not exist, the left side of (6.3) still 
has limit zero, but the right side has no limit­
another contradiction. 

Theorem 6.2: For a given set of values mo, ml , ko, 
kl' k2' it is impossible, by successively adding springs 
and masses as shown in Fig. I, to construct an infinite­
order system such that 4>n(w2) = DnB~a,b)(,uw2 + y) 
for every nonnegative integer n. 

Proof' Suppose otherwise. Then k!/mnmn_1 == Cn > 
o for n 2 I and (kn + k n+1)/mn == -b ll > 0 for n 2 O. 
From Theorem 4.3, 2 - 2!(2N - 3) < A,2 < 2 for 
every integer N 2 3, a contradiction. 

Theorem 6.3: For a given set of values mo, ml' ko, 
kl' k2' it is possible, by successively adding springs 
and masses as shown in Fig. I, to construct an infinite­
order system of harmonic oscillators such that 
4>n(w2) = DnL~(,uw2 + y) for every nonnegative inte­
ger n only if 

and 

I· mn+l 1 Im--= , 
n-+CX) mn 

1· kn+1 1 1m -- = , 
n-oo k n 

lim ~ = (k2 + kl) _ (k] + ko) . 
n-+oo nmn _ 1 2mI 2mo 

Proof' Suppose first that an infinite-order Laguerre­
type system has been constructed but 

lim mn+1 = 1 
n-+oo mn 

k~/mnmn_1 = nk~/mImO' for n 2 1. (6.2) does not hold. Then Cn > 0 for n 2 1 so that the 
From (6.2) it follows that expression for bn in (2.3) can be rewritten as 

k~/m~ = nmn_Ik~/mOmImn, bn!n = -(cnmn_l/n2mn)! 

k~+1/m~+l = (n + l)mn+1ki/momlmn; - (cn+Im"J(n + 1)2mn+1)!(n + l)/n, (6.4) 
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for n ;;::: 1. From Eqs. (4.l), (4.2), and Theorem 4.2, 

n-+ 00 n 

and bi < bo• Suppose that 

1· mn+1 r2 Im-- = L, 

n-+oo mn 

where L > 0 and L ~ 1. Then, as n -4- 00, (6.4) 
yields 

b _ b _ (b i - bo) (b i - bo)L 
I 0 - 2L + 2 ' 

which implies L = I, a contradiction. If L =0 or 
L = + 00, the right side of (6.4) has no limit-another 
contradiction. Finally, suppose that the sequence 
{mn+1/mn} of positive terms has no limit but does have 
a finite limit inferior (an infinite limit inferior implies 
L = + 00, a case already considered). Let A = 
lim inf (mn/mn_l)t. Then A ;;::: 0, and there exists a 
subsequence {(mn)mnk-I)!} with limit A. Equation 
(6.4) must hold for all terms of this subsequence; 
hence, as nk -4- 00, (6.4) yields 

1 . (mnk+I)! 1 2 = - + lIm -- ;;::: A + - , 
A nk .... OO mnk A 

(6.5) 

provided that A ~ o. If A = 0, the same contradic­
tion arises as was noted above under the assumption 
that L = o. From (6.5) it follows that A = 1. Now 
let B= lim sup (mn/mn- I )!. Then B;;::: 1. Denote a 
subsequence which converges to B by {(mn;+1/mn)!}. 
Equation (6.4) must hold for the terms of this subse­
quence also. So 

2 = [lim ( mn
; )!J-I + B ;;::: B + !, (6.6) 

n; .... 00 mn;-I B 

provided that B is finite. In this case B = I, so that 
A = B, which contradicts the assumption that 
{mn+1/mn} has no limit. If B is not finite, the same 
contradiction arises from (6.4) (with the terms of 
the subsequence which converges to B inserted) as was 
noted under the assumption above that L = + 00. 

At this stage it has been established that any 
infinite-order Laguerre-type system will have 

I· mn+1 1 Im--= . 
n-+oo mn 

This fact makes it easy to complete the proof. 
From (2.4), in which Cn is given by (4.2) for n ;;::: 1, 

there follows 

1· k!+1 1· (mn+1 mn Cn+I) 1 1m -2- = 1m --' -- . -- = , 
n .... oo kn n .... oo mn mn- I cn 

(6.7) 

lim (~)2 = lim (tnn . C~) = HbI _ bO)2. 
n .... oo nmn_I n .... oo mn-I n 

(6.8) 

Since bi < bo and since kn/nmn_I > 0, kn+1/kn' > 0 
for n;;::: I, it follows that limn_ooo kn+1/kn = 1 and 
limn~oo kn/nmn_1 = (bo - bl)/2. This completes the 
proof. 

To furnish constructions of either infinite-order 
Laguerre- or Jacobi-type systems, one need only 
extend the range of index n to all nonnegative integers 
in each of the examples presented in Sec. 5. Un~ 
fortunately, this procedure will not convert all finite 
order Laguerre- or Jacobi-type systems to the corre­
sponding infinite-order ones. In particular, a large 
class of systems is known (Ref. I, Chap. 5) having 
the following property: For each preassigned integer 
N ;;::: 3, formulas for k n and mn can be given which 
provide a Laguerre-type system for any positive 
n ~ N, but fail to do so for some n > N. 

As a final point, note that Theorem 4.4 implies that 
any infinite-order Jacobi-type system will have A2 > 2. 
Consequently, by Remark 4.2, generalized Jacobi 
polynomials in the infinite case cannot occur; the 
characteristic polynomials generated will be of the 
classical Jacobi type. 
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Kernel Integral Formulas for the Canonical Commutation Relations of Quantum Fields. * 
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We investigate the kernel or group integral for the canonical commutation relations introduced by 
Klauder and McKenna and its generalizations. For the finite case the kernel integral formula has been 
proven by means of the Schrodinger representation. Motivated by the close similarity of the Schrodinger 
representation to the form of a general representation with cyclic field, we examine these representations 
with respect to kernel integral formulas. A general criterion is derived in which the dimensionality of the 
test function space does not enter, i.e., it is independent of the number of degrees of freedom. In this way 
the finite and infinite case can be treated on equal footing. The criterion contains as special cases the 
kernel integral formulas of Klauder and McKenna for finitely many degrees of freedom and for direct­
(or tensor-) product representations of fields. For partial tensor-product representations we obtain a 
somewhat modified formula. After these applications, a considerably sharpened form of the criterion is 
derived in which only the vacuum expectation functional enters. Under a certain cyclicity assumption it 
is shown that the validity of a kernel integral for just some cyclic vector implies its validity for all vectors. 
It is further shown that the basis-independent integral defined by a supremum over all bases of the test 
function space 'tJ can be replaced by an ordinary limit over a kind of diagonal sequence through finite­
dimensional subspaces of ell. In the last section a representation is constructed which possesses a cyclic 
field but does not fulfil a kernel integral formula; this is an instructive illustration of a general theorem 
to be proved in II of this series of papers. 

1. INTRODUCTION 

In a quantum field theory which is based on the 
canonical (equal-time) commutation relations between 
the field <I> and the conjugate field TI, one has to look 
for a realization of the fields as operators in a Hilbert 
space. The operators have to satisfy 

[<I>(x), TIex')] = ib(3)(X - x'), (1.1) 

with the other commutators vanishing. This problem is 
completely analogous to that of quantum mechanics 
where one starts with [Q, P] = i. There one knows 
that an irreducible representation is, up to unitary 
equivalence, uniquely given by the Schrodinger repre­
sentation if one makes certain assumptions on the 
domains of definition of the operators. In quantum 
field theory the situation is completely different. Here 
uncountably many inequivalent irreducible represen­
tationsl exist, so that the correct choice of a repre­
sentation for physical applications becomes an 
important problem. 

Mostly one takes the Fock representation, as for 
instance in the conventional formulation of quantum 
electrodynamics. However, one immediately en­
counters a fundamental difficulty in the form of 
Haag's theorem.2 The Fock representation describes 

• Based on a part of the author's Habilitationsschrift, "Aspekte 
der kanonischen Vertauschungsrelationen fiir Quantenfelder," Uni­
versity of Marburg, 1968. Paper II, with the subtitle "Irreducible 
Representations," will appear shortly in this same journal. 

t Address from October 1969: Institut fUr Theoretische Physik 
der Universitat, Gottingen, Germany. 

1 For an early reference see L. GArding and A. Wightman, Proc. 
Natl. Acad. Sci. US 40, 622 (1954). 

2 R. Haag, Kgl. Danske Videnskab. Selskab, Mat.-Fys. Medd. 
29, 12 (1955). 

in a satisfactory manner the free field; but, according 
to Haag's theorem, the free field and interacting field 
are inequivalent to each other, so that, for instance, 
the interaction picture does not exist in a well-defined 
way. Some of the divergences which appear in the 
usual theory may well be connected to this, and the 
correct choice of the representation may become 
decisive. There exist exactly soluble field-theoretic 
models3 which do not employ the Fock representation 
and for which one obtains always incorrect 'results 
with the usual perturbation and Green's function 
methods.4 

Unfortunately, the representations of the canonical 
commutation relations (CCR) possess a rather com­
plicated structure, aI]d one still has no complete 
classification of all representations up to unitary 
equivalence; only for a very special class has this 
been carried through. 5 One does have a number of 
general existence theorems, and one can characterize 
the representations either by measures6 or by vacuum 
expectation values of the fields. 7 But in general it is 
impossible to construct these measures explicitly. The 
connection between the measures and the vacuum 
expectation values is, therefore, more of theoretical 
interest. Both methods are not very appropriate for 
constructive realizations of representations useful 

• J. R. Klauder, J. Math. Phys. 6, 1666 (1965). 
'H. D. I. Abarbanel, J. R. Klauder, and J. G. Taylor, Phys. Rev. 

152, 1198 (1966). 
• J. R. Klauder, J. McKenna, and E. J. Woods, J. Math. Phys. 

7,822 (1966). 
• See Ref. 1 and I. S. Lew, Ph.D. thesis, Princeton University. 

1960 (unpublished). 
7 H. Araki. J. Math. Phys. 1,492 (1960). 
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for practical applications. In some cases8 one can 
employ a generalization of the method used in the 
Fock representation. 

In this context some new results on irreducible 
representations of the commutation relations 

[Qj' Pk] = i~jk 

for n degrees of freedom are interesting. It has been 
shown9 that, by means of the so-called reproducing 
kernel, the operators Qi' P j can be realized in spaces 
of continuous functions of 2n variables, in contrast to 
the Schrodinger representation, where one needs 
equivalence classes of square-integrable functions of 
n variables. The scalar product in this space is defined 
?y integration over the 2n variables, a kind of group 
illtegral. The Schrodinger representation for finitely 
many degrees of freedom is quite well known and, 
therefore, the importance of such a realization lies 
pr~ba~ly mainly in it~ application to coherence prop­
erties ill quantum optIcs.1o 

For infinitely many degrees of freedom, that is, for 
Bose fields, an analogous property would be of great 
theoretical and practical interest. But one immediately 
encounters the difficulty that for n -+ 00 one deals 
with continuous functions of an infinite number of 
variables, and it is unclear how to define the integration 
for the scalar product in this case. For a special class of 
repres~ntations, the tensor- or direct-product repre­
sent.atI~ns, one has succeeded in constructing such a 
realIzatIOn by continuous functions where the scalar 
product is now given by a limit over ordinary finite­
dimensional integrations with the number of inte­
gration variables tending towards infinity.u The 
general case is still unsolved. 

Realizations in spaces of continuous functions are 
always possible; the main problem, however, is 
whether one can obtain the scalar product in this 
space by ordinary integration. It is easy to reduce this 
question to a property of the kernel or of the vacuum 
expectation value of the representation. The kernel has 
to satisfy a certain integral formula; a kind of 
generalized convolution of the kernel with itself has to 
reproduce the kernel. Together with other basic 
prerequisites, we explain this in more detail in Sec. 2. 
We discuss in particular how the integral for finitely 
many degrees of freedom can be carried over to fields. 
There, three possibilities arise. One can introduce an 
orthonormal basis in the space of test functions 
integrate over the first n degrees of freedom, and let ~ 

: H. Araki and E. J. Woods, J. Math. Phys. 4, 637 (1963). 
10 J. McKenna and J. R. Klauder, J. Math. Phys. 5, 878 (1964). 
. J. R. Klauder, m Brandeis Lectures 1967 (Gordon and Breach 

SCIence Publ., New York, to be published); J. R. Klauder, l 
M~,Kenna, and D. G Currie, J. Math. Phys. 6, 734 (1965). . 

J. R. Klauder and J. McKenna, J. Math. Phys. 6, 68 (1965). 

go towards infinity. One can, if this limit does not 
exist, consider norms and take a limit superior. Or 
one can consider the supremum over all bases, so that 
the integral becomes basis-independent. 

The question, if and where such kernel integral 
formulas exist, is investigated in this paper. The proof 
for the case of a finite number of degrees of freedom 
makes use of the Schrodinger representation in an 
essential way. Since for an infinite number of degrees 
of freedom there is a host of inequivalent representa­
tions, a direct carrying over of the proof is impossible. 

Besides irreducibility the Schrodinger representation 
possesses a further property. The operators Q or Qi' 
~espectiv~ly, are cyclic, i.e., there exists a vector CPo 
ill the Hilbert space Je such that the linear combina­
tions of vectors of the form QN CPo lie dense in Je. In 
~he usual reali~ation of Je as the space of square­
illtegrable functIOns and of Q as multiplication by x, 
one can take for CPo every function which differs from 
zero almost everywhere. Conversely, every repre­
sentation with a cyclic Q is irreducible and hence 
equivalent to the Schrodinger representation. In the 
infinite case the analogous property does not hold. 
There are irreducible representations for which the 
fi~ld <I> is not cyclic, and there are also representations 
With the field <I> cyclic which are not irreducible. 7 

If there exist any kernel integral formulas for fields 
on~ immediately encounters the interesting question of 
which of the two properties is carried over-irreduci­
bility or field cyclicity. At first sight, the form of the 
Schrodinger representation points to field cyclicity 
because it closely resembles the general form of a 
repr~sentation with cyclic field. In Paper I, therefore, 
we illvestigate these representations with respect to 
kernel integral formulas. 

The general form12 of these representations (cf. 
Sec. 3), which also holds in the finite case allows a 
simultaneous investigation of finitely ma~y and of 
infinitely many degrees of freedom (fields) without 
using. the special nature of the Schrodinger repre­
sentatIOn. In Sec. 4 we derive a general criterion for the 
e~istenc.e of kernel integral formulas in representa­
t~ons WIth cyclic field operator. After simple applica­
tions to t~nsor-product and partial tensor-product 
~epresentatlOns, the criterion is sharpened considerably 
III Sec. 6 such that only vacuum expectation values 
enter. In Sec. 7 we finally show by a simple example 
that not every representation with cyclic field can 
satisfy a kernel integral formula. This will lead us in 
~aper II to the investigation of irreducible representa­
tions. 

12 Th~ present paper seems to be the first somewhat more practical 
applIcatIon of thIS. 
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2. PRELIMINARIES: KERNEL INTEGRAL 
FORMULAS 

In order to give the CCR in (Ll) a mathematically 
precise meaning, one has, in view of the b function, to 
consider the fields as operator-valued distributions. 
One therefore replaces <I> (x) , II(x) by <I> (f) , II (g) , 
where f and g lie in a subspace CO' of all real square­
integrable functions on R3 and where <I>(f), II (g) can 
be considered heuristically as "smeared" field oper­
ators: 

<I>(f) = J <I>(x)f(x) d3x, neg) = J II(x)g(x) d3x. 

(2.1) 
By formal calculation one obtains 

[<I>(fl)' <I>(f2)] = [II(gl)' II(g2)] = 0, 

[<I>(f), II (g)] = i(f, g), (2.2) 
where 

(f, g) = J f(x)g(x) d3x. 

Because of Eq. (2.1), one demands 

<I>(fl + f2) = <I>(fl) + <I>(f2), 

II(gl + g2) = II(gl) + II(g2)' (2.3) 

CO' is called the test function space. Because the oper­
ators in Eq. (2.2) are unbounded, one still has to 
specify their domain of definition. In order to avoid 
these complications, one replaces <I>(f) and II(g) by 
the Weyl operators U(f) and V(g), whose connection 
with the fields is formally given by 

U(f) = ei4>(f), 

V(g) = eifI(g). (2.4) 

Formal application of Eqs. (2.2) and (2.3) yields 

U(fI)U(f2) = U(fl + J;), 

V(gl)V(g2) = V(gi + g2), (2.5) 

V(g)U(f) = ei(f·g) U(f) V(g). 

The postulated unitarity of U(f) and V(g) implies 

U(O) = YeO) = 1, 

U(f)* = U( -f), (2.6) 

V(f)* = V( -f)· 

Relations (2.5) and (2.6) are usually taken as a 
starting point for rigorous mathematical investigations 
of the CCR. It should be noted, however, that there 
are more representations for the fields than for the 
Weyl operators because the unitary operators in 
(2.4) need not exist in a well-defined way; and even if 
they exist, Eq. (2.5) need not hold. Conversely, one 
can always obtain the field operators from U(f) and 
V(g) by Stone's theorem if one imposes appropriate 

continuity conditions. The preference for the Weyl 
operators over the fields has to be justified by physical 
arguments. In quantum mechanics the integrability 
of the operators P and Q, i.e., the existence of the 
unitary operators satisfying relations analogous to 
Eqs. (2.4) and (2.5), is closely related to Galilei 
invariance. 

As a further requirement for a representation of the 
CCR, one assumes weak continuity for each degree of 
freedom, or, more precisely, for each f and g in CO' 
the operators U(Af) and V(Ag) are assumed to be 
weakly continuous in A. Because of unitarity, this 
implies strong continuity. In addition, one has by 
Eq. (2.5) for fixedfl'" . ,In and gl,'" ,gm that 

U(~Aih) and V(~Aigi) 
are (weakly and strongly) continuous in Ai' As an 
abbreviation we put 

U(f, g) == U(f) . V(g). (2.7) 

Definition 2.1: By a representation of the CCR with 
test function space CO' we mean a family of operators 
U(f), V(g) withf, g E CO', which fulfill Eqs. (2.5) and 
(2.6) and for which U(Af), V(Ag) depend continuously 
on A. 

The CCR are closely connected with a group G 
whose elements are triplets 9 = (rx;j, g), where rx 
is a complex number of modulus I and where f and g 
are in CO'. The group relation is 

(2.8) 

Therefore every representation of the CCR is a unitary 
representation of the group G where (rx; 0, 0) is mapped 
onto rx· 1. 

A representation of the CCR is called cyclic if there 
exists a vector To in Je such that the finite linear com­
binations of vectors of the form U(f, g)To are dense in 
Je. Every unitary representation is a direct sum of 
cyclic representations; for a nonseparable Hilbert 
space Je the sum may be uncountable. With every 
cyclic representation and cyclic unit vector one can 
associate the expectation value 

E(f,g) == <To, U(f,g)To)' (2.9) 

This is a function on CO' X CO', and, because in physical 
applications one often assumes the vacuum to be 
cyclic, E(f, g) will be called vacuum functional. 

Let /;, gi E CO' and let Ai be complex numbers, 
i = 1, ... , n. Then 
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implies, by Eg. (2.5), 

L ;").je-i{fi-tj,gj)E(J;, - Ij' gi - gj) ~ O. (2.10) 
i,; 

One further has 

(2.11) 

Araki7 has shown that every cyclic representation of 
the CCR can be characterized by its vacuum func­
tional: 

Theorem 2.1: The functional E(j, g) determines a 
cyclic representation up to unitary equivalence. To 
every functional on 'l} x 'l} which fulfills Eqs. (2.10) 
and (2.11) there exists a cyclic representation. For 
the continuity of U(j) and V(g) in some topology of 
'l}, it is necessary and sufficient that E(j, g) is con­
tinuous inf and g separately. 

To prove the unitary equivalence of two repre­
sentations U(j, g), O(j, g) with cyclic vectors CPo, CPo 
and with (CPo, U(j, g)cpo) = (CPo, O(j, g)cpo), one maps 
the vectors L A;U(/;, gi)CPO onto L AiO(j;, gi)CPO' 
This mapping is isometric by the same reasoning which 
led to Eq. (2.10). The proof that to every vacuum 
functional there exists a representation was carried 
out by ArakF with the help of self-adjoint algebras. 
However, if one starts from the group Gin Eq. (2.8), 
this part of the theorem is an immediate consequence 
of a simple result about positive group functionals. 13 

The construction outlined further below will also 
imply this. 

The kernel K(j, g; /" g') of a cyclic representation 
is connected in a simple manner with the vacuum 
functional. Let CPo be a cyclic unit vector, and put 

If, g) == U(j, g) CPo , (2.12) 

K(j,g;/"g') == (j,g I/',g') 

= (U(j, g) CPo , U(f', g')cpo). (2.13) 

In the same way as Eqs. (2.10) and (2.11) one obtains 

The linear combinations of the vectors If, g) in 
Eq. (2.12) are dense in Je because CPo is cyclic by 
assumption. Every cp E Je is therefore uniquely deter­
mined by the function 

cp(j, g) == (f, g I cp) (2.19) 

on 'l} x 'l}. It follows from the assumed continuity 
properties of the representation that CP(L~ Ai/; , g) is 
continuous in Ai for fixed fi' g, and similarly for 
cp(j, L Aigi ). If one imposes stronger continuity con­
ditions, cp(f, g) becomes continuous in an analogous 
way. According to (2.5), the operators U(j), V(g) act 
on cp(j, g) in the following way: 

(U(f')cp)(f, g) = <p(f - /" g), 

(V(g')cp)(f, g) = eilt,g')CP(f, g - g'). (2.20) 

The totality of all such functions cp(j, g) is a subspace 
of the space of all continuous and, because of 
I <f, g I cp) I ~ II cp II, bounded functions on 'l} X 'l}. 

Here, continuous is meant in the above sense. This 
subspace is determined by the kernel, as is shown by 
the following construction of a representation by 
means of the kernel.14 

Let K(f, g; /' ' g') be a function on 'l} X 'l} X 'l} X 

'l} satisfying Eqs. (2.14)-(2.17). Let C be the set of all 
functions on 'l} x 'l} of the form 

n 

cp(f, g) = L AiK(f, g; J;" gi), n = 1, 2, .. " (2.21) 
1 

where the Ai run through the complex numbers and 
fi' gi through 'l}. Let 

m 

cp'(f, g) = L A;K(f, g;l; , g;). 
1 

One defines a positive-definite bilinear Hermitian 
form (cp, cp') on C by 

n m 

(cp, cp') == L L,V;K(J;" gi;I;, g;). (2.22) 
i=1j=1 

L XjAiK(fj, g j; Ii' gi) ~ 0, 

K(f, g;/" g') = K(f', g';I, g), 

(2.14) By Eq. (2.14) one has (cp, cp) ~ 0; in particular, 

(2.15) (cp, cp) = ~ XiAjK(J;" gi;lj, gj) = L Xicp(t;, gi)' 
'" i 

K(f, g;f, g) = 1, (2.16) (2.23) 

K(f, g;/" g') = eiu-!"g)K(O, O;/, - I, g' - g), 

(2.17) 

With cp'(j,g) = K(f, g;/', g'), from (2.22), in a 
similar way, one obtains 

K(O, 0; I, g) = E(f, g). (2.18) cp(/', g') = (cp', cp) = (K(j, g;j', g'), cp(f, g», (2.24) 

13 M. A. Neumark, Normierte Algebren (VEB Deutsches Verlag 
der Wissenschaften, Berlin, 1959), p. 401, Theorem I. 

UN. Aronzajn, Trans. Am. Math. Soc. 68, 337 (1950); cf. also 
Ref. 9. 
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and from this, by Schwarz's inequality and Eq. (2.23), 
we get 

IqJ(f', g')1 2 ~ (qJ, qJ) . (qJ', qJ') 

= (qJ, qJ)' K(f', g';!', g') = (qJ, qJ). 

(2.25) 

Therefore (qJ, qJ) = ° implies. the identical vanishing of 
qJ(j, g). Thus one has in L a scalar product and a 
norm IlqJll = (qJ, qJ)t, with respect to which L can be 
completed to a Hilbert space. Let qJn(J, g) be a 
Cauchy sequence in L, II qJn - qJmll -.. 0, for n, m -.. 00. 

With qJ = qJn - qJm Eq. (2.25) then implies 

scalar product in 'D. With the above basis one can 
write dnl = dlXl .•• dlXn . If the representation is 
irreducible, one can realize the Uj and Vj by the 
SchrOdinger operators in the space £2 of square-integ­
rable functions on Rn: 

(U llXj)"P)(X l , ••• , xn) = eillJla' ''P(Xl' ... , xn), 

(Vj({3j)"P)(xl ,"', xn) = "P(x l ,'" 'Xj + (3j"" ,xn)· 

(2.28) 

By means of this realization 'Klauder and McKenna9 

have shown that for any normed qJo E £2, i.e., II qJo II = 
1, one has for all "PI, "P2 E :re, 

IqJn(j, g) - qJm(J, g)1 ~ II qJn - qJmll· (2.26) f dlX
l 
•.. dlXn #1 ... d{3n/(21T)n 

Thus the sequence of functions qJn(J, g) converges 
pointwise and uniformly to a function on 'D X 'D 
which has the same continuity properties as the 
kernel. The norm of the limit is as usual defined by 
lim II qJnll. Thus the closure of L with respect to the 

n n 

X ("Pl, II UilXj) II Vj({3j)qJo) 
1 1 

n n 

X (II Uj(lXj) II V;({3j)qJo, "P2) = ("PI' "P2)' 
1 1 

norm in Eq. (2.23) consists of a Hilbert space of With (2.19) this can be rewritten as 
continuous functions determined by the kernel. 

("PI' "P2) 

=J dnf dng/(21Tt( "PI' U(f, g)qJo)( U(f, g) qJO' "P2) 
'lJx'lJ -

Now one defines linear operators U(f') , V(g') in 
L by Eq. (2.20). With Eq. (2.17) one shows at once that 
L is invariant under these operators. In the same way 
one shows that the operators are unitary and satisfy 
the CCR. Their uniquely determined extension to the = J dnf dng/(21TtiMf, g)"P2(f, g). 
closure of L therefore yields a representation of the 'lJx'lJ 

(2.29) 

CCR. Choosing qJo(J, g) = K(j, g; 0, 0), qJo becomes 
a cyclic vector; by (2.17) and (2.22), one obtains 

(U(j', g')qJo, U(f", g")qJo) = K(j', g'; f", g"). 

For a given kernel one has thus constructed a repre­
sentation by means of continuous functions, and one 
has simultaneously proved the second part of Theorem 
2.1. 

The scalar product in Eq. (2.22) is not very con­
venient because one has to express the functions in 
terms of the kernel. For infinitely many degrees of 
freedom, Klauder and McKenna9 have shown that the 
scalar product can be obtained by integration if the 
representation is equivalent to the Schrodinger repre­
sentation. Let 'D be finite dimensional, and let 
hl' ... ,hn be an orthonormal basis of 'D. For any 
I, g E 'D, one can write I = .2~ lXihi and g = .2~ (3ihi' 
With the operators Uj(lXj) == U(lXjh j ) and Vj ({3j) == 
V({3jh j), j = 1, ... , n, one obtains the usual notation 
for a representation of the CCR with n degrees of 
freedom if one puts 

UilXj) == eia;QI, Vj({3j) == eifJ;p;. (2.27) 

Let dnl denote the Lebesgue measure defined by the 

This can be viewed as a resolution of the unit operator: 

1 =f dnf dng/(21Tt If, g)(f, gl· 
'lJx'lJ 

Conversely, the representation is equivalent to the 
Schrodinger representation if (2.29) holds for all 
"PI' "P2 E.re. In Ref. 5 Eq. (2.29) was sharpened as 
follows: 

Lemma 2.1: In the Schrodinger representation for n 
degrees of freedom, one has for all "Pl' qJl' qJ2' "P2 E :re 

J d nf dng/(27T t( "PI' U(f, g)qJl)( U(f, g)qJ2, "P2) 
'lJx'lJ 

= ("PI' "P2)( qJ2, qJl)' (2.30) 

For an arbitrary representation one has 

I f'lJx'U d"f d
n
g/(21Tt("PI' U(f, g)qJI)( U(f, g)qJ2' "P2) I 

~ II WIll . II qJI11 . II qJ211 . Ilw211. (2.31) 

The last inequality implies that the functions qJ(/, g) 
are square integrable over 'D X 'D. For fixed I', g' E 

'D, K(j, g;f', g') is a particular qJ(j, g). Equation 



                                                                                                                                    

1686 GERHARD C. HEGERFELDT 

(2.29) then implies the integral formula 

r d1ljd1lg/(27T)1IK(f', g';j, g)K(f, g;j", gil) 
J'lJx'lJ 

= K(f', g';j", gil). (2.32) 

Conversely, (2.29) follows from this for the Po used in 
the definition of the kernel. Indeed, (2.32) is just 
(2.29) with "PI = If' ,f') and "P2 = If", gil). Then 
(2.29) holds for all finite linear combinations of such 
vectors. Since Po is assumed to be cyclic, (2.29) holds 
on a dense set of vectors "PI' "P2' The continuity prop­
erties contained in Eq. (2.31) then yield Eq. (2.29) for 
all "PI' "P2 E .re. As will be shown in Part II, this implies 
the irreducibility of the representation and therefore 
the validity of (2.29) for any Po. One can also show 
directlt that a kernel satisfying (2.32) belongs to 
the SchrOdinger representation. 

Klauder and McKenna have succeeded in general­
izing Eqs. (2.29) and (2.32) to tensor-product repre­
sentations of the CCR for infinitely many degrees of 
freedom. There exists an orthonormal basis hI , h2 , •.. 
of'lJ which enters in a natural way into the construc­
tion of tensor-product representations. Denote by 
Wn the subspace of 'lJ spanned by the first n basis 
vectors. Then&·l1 

lim r dnj dng/(27T)n( "PI' U(f, g)po) 
n .... oo JWnXWn 

X (U(f, g)PO' "P2) = ("PI' lP2) (2.33) 

for all "PI , "P2 E .re and any normed Po E .re. Thus in the 
infinite case the integral over the parameter space 'lJ 
has been replaced by a limit of integrals over finite­
dimensional subspaces. Analogously to (2.32), one 
obtains for the kernel the integral formula 

lim r dnjdng/(27T)nK(f', g';j, g) 
n-+oo JWnXWn 

X K(f, g;j", gil) = K(f', g';j", gil). (2.34) 

The question arises whether similar formulas also 
hold for other representations of the CCR. In the 
general case the limit in (2.33) need not exist, or its 
value might depend on the particular basis in 'lJ. For 
"PI = "P2 the integrand in (2.33) is positive, and, 
according to (2.31), the integrals have a common 
bound so that at least the limit superior exists. Since 
one can express scalar products by norms, it would 
still be interesting if, instead of (2.33), one had 

lim r dnj dng/(27Tt I("P, U(f, g)Po)1 2 = 1I"P112 
n-+oo JW-nxwn 

(2.35) 

for all "P E.re and some unit vector Po. Since this 
integral depends on the particular basis hI' h2' ... , 

Klauder15 has proposed to consider the supremum of 
the left-hand side of Eq. (2.35) over all bases. In this 
way one would get a basis independent integral. Let 
f3 be an index for the different bases h~ , h~, ... of 'lJ; 
and let W! be the subspace spanned by h~, ... , h~ . 
Then the question is whether 

sup lim r dnj dng/(27Tt I("P, U(f, g)Po)1 2 

P n JWnPXWnP 

= 1I"P112 (2.36) 

holds for alllP E.re and some unit vector Po. Of course 
this can hold only for a Po which is cyclic with respect 
to U(f, g), because the left-hand side is zero for any 
"P orthogonal to the subspace of .re generated by the 
vectors U(f, g)po' Again one can replace (2.35) and 
(2.36) by expressions in which only the kernel enters. 
But these are now somewhat more complicated than 
(2.34) and not of interest here. Simpler expressions will 
be given in Paper II. 

In a certain way the integrals in Eqs. (2.33)-(2.36) 
can be considered as group integrals over the param­
eter space 'lJ X 'lJ of the group G in (2.8). The 
resulting formulas will be called kernel integral 
formulas. We now turn to representations with a cyclic 
field, i.e., with U(f) cyclic, and investigate them with 
respect to such formulas. 

3. CYLINDER SETS 

Every representation of the CCR with cyclic field 
can be realized by means of a measure fl in the space 
L; of fl-square-integrable functions. Here fl is a 
measure on the dual space 'lJ' of all linear functionals 
on 'lJ. For the following we need some properties of 
the measure and of the realization. 

The space 'lJ is a real linear vector space of finite or 
infinite dimension. Let 'lJ' denote the totality of all 
real-valued linear functionals on 'lJ, i.e., not only 
those which are continuous in some topology of'lJ. 
For instance, if 'lJ consists of all square-integrable 
functions, the space of all continuous, i.e., bounded, 
functionals would be equal to 'lJ, while 'lJ' is much 
larger. However, if 'lJ is finite dimensional, 'lJ is 
isomorphic to 'lJ'. 

Let W be a finite-dimensional subspace of 'lJ, and 
let WO c 'lJ' be the annihilator of W in 'lJ', i.e., WO 
consists of all FE'\}' with 

(F,f) = 0 for all fEW. (3.1) 

Denote by 'Y} the natural homomorphism of '\}' onto 
the factor space '\}' / WO. The elements of 'lJ' / WO are the 
cosets F + WO: 

'Y}:F->-F+ Woo (3.2) 

15 J. R. Klauder, Ref. 10. 
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Definition 3.1: Let A be a subset of 'lJ'jWo. The set 
Z = 1]-l(A), the inverse image of A in '\J', is called a 
cylinder set with base A and generating subspace W. 

We show that the factor space '\J' J WO can be con­
sidered as the dual space W' of W. Then Wand '\J' J WO 
possess in particular equal (finite) dimension. By Eq. 
(3.1) all functionals which belong to the same coset 
coincide on W so that such a coset defines a linear 
functional on W. In this way one obtains every 
element of W'. For let Fw E W', and letfl' ... ,fN be 
some basis of W. This basis can be extended to a 
Hamel basis of '\J. Define a linear functional F on '\J 
by (F,/;) == (Fw,j;) for i = 1, ... , N, and 0 for the 
rest of the Hamel basis. Then FE '\J', and F coincides 
on Wwith Fw. 

Since there is a scalar product (f, g) in '\J, every 
element! of 'lJ defines a linear functional Ff on 'lJ by 
the equation 

(Ff' g) == (I, g) for all g E '\J. (3.3) 

In this way one obtains an embedding of '\J in '\J'. 
In the following we always identify Ff withf so that we 
can consider 'lJ as a subspace of '\J': 

'\J c: '\J'. (3.4) 

If W is a finite-dimensiomil subspace of '\J, one can 
identify W with W' by relation (3.3), so that, with the 
preceding remark, one can write 

W = W' = '\J'JWo. (3.5) 

Since with Walso '\J'JWo is finite dimensional, one 
can take Borel sets for the base A in definition (3.1), 
which will always be done in the following. We now 
turn to cylinder measures. 

Definition 3.2: A normed cylinder measure is a real­
valued function ft(Z) on the family {Z} of all cylinder 
sets Z belonging to finite-dimensional generating 
subspaces and Borel bases, with the following prop­
erties: 

(1) 0 ~ ft(Z) ~ 1 for all Z; 
(2) ft('\J') = 1; 
(3) If Z = U;' Zi where all Z; possess the same 

generating subspace and have pairwise-empty inter­
section, then 

<Xl 

ft(Z) = ! ft(Zj)' 
1 

The last condition does not mean that ft is countably 
additive on {Z} because, in general, the generating 
subspace need not be the same. But one obviously has 
the following consequence. 

Lemma 3.1: Every cylinder measure induces a 
countably additive measure il on the Borel sets A of the 
factor space 'lJ' / WO by the definition 

ileA) == ft(Z), (3.6) 

where Z is a cylinder set with Borel base A and gener­
ating subspace W. 

If in addition ft is countably additive on {Z}, it can 
be extended to a countably additive measure on the 
a-algebra B generated by {Z}.l6 The elements of Bare 
called the Borel sets of'\J'. 

The above results remain true if '\J is a topological 
vector space, in particular, if '\J is a nuclear space, like 
the space S of Schwarz, and if '\J' is the space of con­
tinuous functionals on '\J. Some derivations, however, 
are different. Further details on cylinder sets and 
cylinder measures can be found in Ref. 17. 

There exists an important connection between 
cylinder measures and representations of the CCR. 
Let U(/, g),!, g E 'lJ, be a :r:epresentation with cyclic 
field operator, and let rpo be a unit vector cyclic for 
U(f). Then there exists7 a normed countably additive 
measure ft on B, the Borel sets of '\J', such that U(f), 
V(g) can be realized in the Hilbert space L! of ft­
square-integrable functionsl8 rp(F) on '\J' in the follow­
ing way. The cyclic vector rpo corresponds to the 
function rpo(F) == I, and 

(U(J)rp)(F) = ei(F,f)tp(F), 

with 
(V(g)rp)(F) = auCF)rp(F + g), (3.7) 

auCF ) = (V(g)rpo)(F). 

Due to the group property of the V(g), the functions 
ag(F) fulfill the relation 

ag(F)ag,(F + g) = ag+g,(F). (3.8) 

Due to the unitarity of the representation, one has 

dft(F + g) = lag(F)1 2 dft(F). (3.9) 

For ft(D..) = 0, D.. E B, this implies ft(D.. + g) = 0 for 
all g E '\J. This means that ft is quasi-invariant. 

The space '\J' is rather large, and one would like to 
replace it (through suitable continuity conditions) by 
a smaller one. In general, this is not possible. However, 
if '\J is a nuclear space (the space S say), and if the 

16 P. R. Halmos, Measure Theory (D. van Nostrand, Inc., New 
York, 1950), p. 54. 

17 A. Kolmogorov, Grundbegriffe der Wahrscheinlichkeitsrechnung, 
Ergebnisse der Mathematik (Springer-Verlag, Berlin, 1933), Vol. 2, 
No.3; I. M. Gel'fand and N. Y. Vilenkin, Generalized Functions 
(Academic Press Inc., New York, 1964), Vol. 4. 

18 The function q;(F) is not to be confused with the "smeared" 
field operator iP(f). 
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representation U(/) is continuous in this topology, 
one can confine oneself to the space of continuous 
functionals. 19 

4. A GENERAL CRITERION FOR KERNEL 
INTEGRAL FORMULAS 

Let h1' h2' ... be an orthonormal system for 'D, 
and let W N be the subspace generated by the N first 
vectors: 

WN = {h1 ,"', hN}' (4.1) 

Every f, g E W N can be written in the form 

N N 
j = 1>'ihi, g = L (Jihi , 

1 1 
and 

d~ dN g == da1 ... daN d{J1 ... d{J N 

is the usual Lebesgue measure in W N X WN deter­
mined by the scalar product in W N' 

Now we consider 

I N(cp, CPo, tp) 

== r dNj dN g/(27T)N(cp, U(J, g)CPo)(U(J, g) CPo , tp), 
JWnXWn 

(4.2) 

where II CPoll = 1. The representation U(f, g), if 
restricted to f, g E W N, becomes a representation for 
N degrees of freedom. Thus Eq. (2.31) of Lemma 2.1 
applies, and one has the absolute integrability of the 
integrand in (4.2) as a consequence by Schwarz's 
inequality. According to Fubini's theorem, the 
double integral can be replaced by iterated integrals. 
We are going to see under what condition the integral 
approaches (cp, tp) for N ->- 00 or for a subsequence 
N1 ,N2 ,'" • 

We assume that CPo is cyclic for U(/). The general 
case will be treated later. In the realization of the rep­
resentation given by Eq. (3.7), let cP and tp correspond 
to cp(F) and tp(F), while CPo (F) == 1. One then has 

< cP, U(J) V(g) CPo) = r dp,(F)rp(F)ei(F.f)ag(F) 
J'\J' 

and a similar expression for the second scalar product. 
Equation (4.2) becomes 

1 N = [ dNj dN g/{27T)NJ dp{F)ip{F)ei<F.f1aiF) 
JWNXWN '\J' 

X [ dp(F')iig{F')e-i(F·,f)tp(F'). (4.3) 
J'\J' 

The guiding principle for the further investigations 
in this section comes from the following observation. 

19 I. M. Gel'fand and N. Y. Vilenkin, Ref. 17, last chapter. 

The integral over dN f reminds one strongly of a b 
function or Fourier transform. However, 'D' is an 
infinite-dimensional space with the measure p not 
further specified. Therefore, one will have to try to 
reduce the integral over 'D' somehow to a finite­
dimensional Lebesgue integral. Of course, this will not 
be possible without more ado, and we therefore 
introduce some new notations and a few lemmas. Let 

JeN == {U(J)CPo;JE WN} ~ {ei(F,f);jE WN} (4.4) 

be the closed subspace of Je generated by the vectors 
U(f)cpo, fEW N' In the realization Je = L!, JeN is 
generated by the functions eMF,f), fEW N' Let P N 
be the projection operator onto JeN • Denote by 'Do 
the set of all finite linear combinations of the hi: 

'Do == {h1' h2 ,' •• } = U WN. (4.5) 
N 

If'D is finite dimensional, one has of course 'Do = 'D., 
and CPo is also cyclic for U('Do) , i.e., for U(f) with 
f E 'Do. If in the infinite case 'D has a suitable topology 
with respect to which 'Do is dense in 'D, and if U(f) is 
continuous in this topology, then clearly CPo is also 
cyclic for U{'Do). It seems doubtful, however, that one 
can prove this for the general case. Therefore, when­
ever needed, we will have to make the additional 
assumption that CPo is also cyclic for U{'Do). Later the 
following simple properties will be needed. 

Lemma 4.1: If CPo is cyclic for U('Do) , then PN 
converges strongly to 1 for N ->- 00. 

Proof: For given tp E Je one has to show that 
lim Iltp - PNtpl1 = O. For any E > 0 there are numbers 
A1, ... , An and elements f1' ... .!n of 'Do such that 

Iltp - L A;U(j;)CPoll < E/2. 

Every /; lies in a W N
j

' Let No = max Ni • Then one 
has for N ~ No 

Iltp - PNtpli ~ Iltp - L A;O(Ji) CPo II 

+ IlL A;O(fi)cpo - PNtpli < E. 

Lemma 4.2: Let W be a finite-dimensional sub­
space of'D, and let p, be the measure in 'lJ/Wo induced 
by p, according to lemma 3.1. Let Z(F) be a measurable 
function on 'D' which is constant within each coset 
F == F + Woo Then one can consider Z(F) as a 
measurable function20 on 'D'/wo, and one has 

r dp,(F)Z(F) = r dP,(F)Z(F). (4.6) 
J'\J' J'\J' tWO 

20 One really should introduce another notation for this function, 
Z(F) say, Z(F) == Z(F) for F E F. 
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Proof' The statement immediately follows from the 
definition of P in (3.6) and from the properties of the 
integral. 

Lemma 4.3: JeN consists just of those functions 
of L! which are constant within each coset F + W~ of 
'\1'/W~. 

Proof' Let Fo E W~. Then 

ei(F+Fo.fl = ei(F.fl 

for all lEW N since (Fo,f) = O. Hence for lEW N, 
exp li(F,f)] is constant within a coset F + W~, and 
the same holds for finite linear combinations and 
limits of these. Conversely, let Z(F) E L! be a function 
with Z(F + WKr) = Z(F). Putting F == F + W~, one 
can consider Z(F) as a function on '\1'/W~ which is 
square integrable with respect to the measure PN 
induced in '\1' / W~ by ft. Therefore Z(F) can be 
approximated in L~ by linear combinations of _ rN 

exp li(F,f)], IE WN , because these functions are 
dense in L ~ 11' l according to Eq. (3.5), every FE '\1' / W~ 
can be considered as a linear functional on W N]: 

f /Z(F) - ~ AieiCF.fifdPN(F) < E, hEWN' (4.7) 

By lemma 4.2 this shows that Z(F) can be approxi­
mated by linear combinations of functions of JeN and 
hence lies itself in JeN • Q.E.D. 

Now we return to the evaluation of IN in (4.3) and 
first take21 for !P, "P elements of JeM , M::;; Nand M 
fixed. As a reminder, we write !PM, "PM' We decom­
pose ag(F) into its two orthogonal components 
ag{F)N and ag(F)N.l in JeN and JeN.l == (1 - PN)Je, 
respectively: 

ag(F) = ag(F)N + aiF)N.l. (4.8) 

Note that ag(F) E L! since ag(F) = (V(g)!Po)(F). 
According to the last lemma and because of M ::;; N, 
one has 

e-i(F.f)!PM(F) E JeN, 

e-HF.f)"PM(F)EJeN. (4.9) 

Inserting (4.8) into (4.3), (4.9) and by the orthog­
onality of JeN and JeN.l one obtains 

IN = r dNj dN gj(27T)N 
JW"'XWN 

x r dft(F)ei(F.f)ip M(F)auCF)N 
J<tT. 

x r dft(F')auCF')Ne-i(F·.f)"PM(F'). (4.10) 
J<tT. 

21 This is a decisive point of this paper. 

The integrands depending on F and F' are now con­
stant within each coset F == F + W~. By lemma 4.2 
one, therefore, gets 

IN = r dNj dN g/(27Tf' 
JWNXWN 

X r dP~F)ei(F.f)ipMCF)aaCF)N 
J<tT'IWNO 

X r dP~F')iiaCF')Ne-i(F·.f)"PM(F'), (4.11) 
J<tT'IWNO 

where P N is the measure in '\1' / W~ induced by ft. 

Lemma 4.4: The measure PN is quasi-invariant. 

Proof' One has to show that PN(A) = 0 implies 
PN(A + g) = 0 for every g E '\1'/WJ." where A is a 
nonempty subset of '\1' / W~. Let Z c '\1' be the 
cylinder set belonging to base A and generating 
subspace WN. By (3.6) one has ft(Z) = PN(A) = O. 
According to Eqs. (3.4) and (3.5), there lies an element 
g E W N in each coset g E '\1' / W~. Choose this g as a 
representative for g, g = g + W~. If 'Yj is the natural 
homomorphism of '\1' onto '\1'/ WJ." then 

'Yj-l(A + g) = Z + g + W~ = Z + g. 

Therefore Z + g is a cylinder set with base A + g and 
generating subspace W N' The quasi-invariance of ft 
implies ft(Z + g) = 0, and therefore 

Q.E.D. 

Every normed quasi-invariant measure on the 
Borel sets of a real N-dimensional vector space 
(N < (0) is equivalent to the Lebesgue measure.22 

Hence there exists a positive measurable function23 

PN(F) on '\1' /WJ., such that 

(4.12) 

where dnF is given by the Lebesgue measure in 
'\1' / WJ., which is induced by the Lebesgue measure 
in W N through the identification of W Nand '\1'/ WRr 
in Eq. (3.5).24 Since ft and PN are normed, one has 

r p~F)dNF = 1. 
J<tT'IWNO 

(4.13) 

•• I. M. Gel'fand and N. Y. Vilenkin, Ref. 17, p. 352, Theorem 2 . 
• 3 I. M. Gel'fand and N. Y. Vilenkin, Ref. 17, p. 351, Theorem 1. 
•• For fEW 11' and g = 0, the vacuum functional is related to 

PN(F) by a Fourier transformation. By Eq. (3.7) one has 
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Equation (4.11) now becomes 

IN = f dNfdNgf(27T)N 
JWNXWN 

Xf dN Fei (F·t>PN(t)ii51w.(F)a g(F)N 
'\J'IWNO 

Xf dNF'e-i(F'·f)p~F')iiiF')N"PM(F'). 
'\J'/WNO 

(4.14) 

Formal integration over dNf/(27T)N gi~es b(N)(F - F'), 
and subsequent integration over dN F' leads to 

IN«({JM, ({Jo, "PM) 

= f dNgf dNFpJ.(F) lay(F)NI2 if3M(F)"PM(F). 
JWN '\J'IWNo 

(4.15) 

We now justify Eq. (4.15) in a rigorous manner. 

increasing sequence of nonnegative bounded L" func­
tions ((J~(F), such that 

lim q;~(F) = q;M(F) (4.18) 
v 

almost everywhere and 

li~ f dN F I ({JM(F) - q;;(F)12 = O. (4.19) 

An analogous sequence "P~ exists for "P~(F). Then q;., 
"P. , 

q;v(F) == q;;(F){PN(F)}-*, "PvCF) == "P~(F){PN(F)}-*, 
(4.20) 

are elements of L~N ~ Jew, for which Eq. (4.19) reads 

lim IIq;M - ({JvII 2 = 0, lim II "PM - "P.II:! = O. 
• v 

Equation (2.31) and the continuity properties of 
Lemma 4.5: Let q; M, "PM E Je M with M S N. Then I N( ({J., q;o, "Pv') resulting therefrom imply 

IN«({JM' ({Jo, "PM) is given by Eq. (4.15). 

Proof: First let q; M' "PM be such that 

Iq;M(F)1 {PN(F)}* 

and I"PM(F)I {PN(F)}* are bounded: 

li~ (liv~I~q;v, q;o, "Pv'») = IN(q;M, ({Jo, "PM)' (4.21) 

But ({J. and "Pv satisfy Eq. (4.15). Since the sequences 
are increasing and since the functions are nonnegative, 
one obtains26 for the left-hand side of Eq. (4.21) 

I({JM(F)I {PN(F)}* S C!p < 00, 

I"PM(F)I {PN(F)}* s Cop < 00. 
(4.16) li~ (1~~fdN gfdN Fq;.(F) "Pv,(F) laiF)Nl2 P;'(F») 

The set of these vectors for M = 1, ... , N is dense in 
JeN since, according to (4.12), the mapping 

q;(F) +-~ q;'(F) == ({J(F){PN(F)}* (4.17) 

of L~/F)onto £2(F) is iso~etricand since the bounded 
functions are dense in L2(F), where L2(F) denotes the 
space of all Lebesgue-square-integrable (£2) functions 
on '\1'1 W'b. From ag(F)N E L~N(F) it follows that 
a (F)N{PNCFn* E £2(F). Therefore, the integrands of 
the two integrals over dNF and dNF' in Eq. (4.14) are 
L2 functions so that Parseval's formula for Fourier 
transforms of L" functions can be applied to the 
integral over dNf/(27T)N. This immediately gives Eq. 
(4.15) for functions of the form of Eq. (4.16). 

In order to prove (4.15) for arbitrary elements of 
Je M, we use the linearity of I( q;, q;o, "P) in q; and "P. 
Since one can decompose every function in real and 
imaginary part and these in positive and negative part, 
it suffices to prove (4.15) for nonnegative q;M(F) and 
"PM(F). 

Define ((J~(F) and "Pu(F) as ({J'(F) in Eq. (4.17). 
Since ({J~, "P~f E £2(F), it follows25 that there exists an 

is P. R. Halmos, Ref. 15, Theorem B on p. 85 and Theorem D on 
p.1I0. 

Before formulating the promised criterion, we prove 
the following lemma: 

Lemma 4.6: For all ({JM, "PM E JeM, M S N, one 
has 

fw/Ng J'\J,d,u(F) laiFW PN(F)if3M(F)"PM(F) 

= «({JM' "P.lf), (4.22) 

where PN(F) is defined27 by PN(F) == PN(F) for 
FEF. 

Proof: By (3.9) one has d,u(F) '!ag (F)1 2 = d,u(F + g). 
Changing the variable F into F - g, one obtains for 
the left-hand side of Eq. (4.22) 

f dNg r d,u(F)PN(F - g)if3M(F - g)"PM(F - g). 
JWN J'\J' 

26 P. R. Halmos. Ref. 25, Theorem B on p. 112. 
27 cr. the notational remark in footnote 20. 
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The integrand is constant within each coset of 
'If'/WJv. Thus, by lemma 4.2 and Eq. (4.12), this 
expression becomes 

f dN gf d NFpN(F)PN(F - g) 
WN '\Y'IW.vO 

X ipM(F - g)tpM(F - g), 

where g = g + W~. However, for g E W N the map­
ping g ~ g is an isomorphism, by Eq. (3.5);. and, 
according to the particular choice of the Lebesgue 
measure, dNg = dNg holds. We can thus write 
F - g = F - g in the integrand, and another change 
of the variable yields 

r dN gf dp.(F) lag{F)1 2 p~F)ip~F)tpM(F) 
JWN '\Y' 

= r dNgf df1~F)p~F + g)q;M(F)tpM(F). 
JWN '\Y'IWNO 

(4.23) 

Decomposing PM(F), tpM(F) into real and imaginary 
part and then into negative and nonnegative part, one 
can assume PM(F) and tpM{F) to be nonnegative. 
Then the order of integration can be interchanged. 
By Eq. (4.13) the integral over dNg is 1. Applying 
lemma 4.2 to the remaining integral just yields 
(PM' tpM)' Q.E.D. 

Now we are in a position to prove the criterion. 

Theorem 4.1: Let ni < n2 < ... be a sequence of 
natural numbers. Let hI, h2' ... be a basis of 'If and 
denote by 'lfo = {hI, h2' ... } the set of all finite linear 
combinations of the hi and, correspondingly, Wn = 
{hI, ... , hn }. Let U(j, g) with f, g E 'If be a represen­
tation ofthe CCR in which U('\Jo) is cyclic, with cyclic 
vector Po say, II Poll = 1. Then 

.lim r dni dnigj(27T)ni 
'-+00 JWniXW"i 

x (lp, U(j, g)Po)(U(j, g)po, tp) = (p, tp) (4.24) 

for all p, tp E Je if and only if for any P~M' tpM E JeM, 
M=I,"',M<oo, 

}~~ fwn
dnig 

f'lY,dp.(F) , 
X Pn;(F){laiF)12 - laiF)nl}ipMtpM = o. (4.25) 

Proof: Since one can assume ni ~ M, the necessity 
of Eq. (4.25) follows immediately from lemmas 4.5 
and 4.6 if one puts tp = PM and tp = tpM' Now as­
sume Eq. (4.25) to hold. Then (4.24) holds for tp = 
P2K' tp = tpM' by the same argument. Now let P and 

tp be arbitrary vectors in Je. In view of the linearity of 
In' one can take lp and tp to be unit vectors. Let 
e > 0, 1 ~ E and arbitrary otherwise. Put E' = E/5. 
Since Po is cyclic for U('\Jo), there is an M, M < 00, 

and vectors PM' tpM E JeMsuch that I/PMII, IltpMI/ ~ 1 
and lip - PMII < E', IItp - tpM11 < E'. Using the 
linearity of In' by the second part of lemma 2.1 one 
obtains 

IIn(p, Po, tp) - In{PM' lpo, tpM)1 

= IIn«lp - PM) + PM' Po, (tp - tpM) + tpM) 

- In(lpM' lpo, tpM)1 ~ E' + E' + E'. (4.26) 

Hence 

lim IInj(lp, Po, tp) - (p, tp)1 
i-+oo 

~ lim IIni(p, Po. tp) - Ini(PM, Po, tpM)1 
i-+oo 

+ lim IInlPM' lpo, tpM) - (p, tp)1 
i-+ 00 

~ 3e' + l(lpM' tpM) - (p, tp)1 

~ 3E' + 2e' = E. (4.27) 

Thus the limit superior of the left-hand side is zero. 
Since all numbers are positive, this implies that the 
limit exists and is equal to zero. Q.E.D. 

The condition in Eq. (4.25) of Theorem 4.1 means 
that ag(F)n has to tend in a particular way towards 
aiF) in order for the kernel integral to assume the 
correct value. Recall that ag(F)n is the projection 
Pn(V(g)po) of V(g)po onto Jen. Since by lemma 4.1 
Pn converges strongly to 1, ag{F)n converges to 
aiF) in norm. The only question is whether or not 
this convergence is so rapid that the integral in Eq. 
(4.25) goes to zero. We return to this question in 
Sec. 7. 

5. APPLICATION TO PARTIAL TENSOR­
PRODUCT REPRESENTATIONS AND 

OTHER SPECIAL CASES 

The preceding theorem holds independently of the 
dimension of'\J. For finitely many degrees offreedom, 
'If is finite dimensional, dim '\J = N say, and one has 
'If = '\Jo = '\J' and 

JeN = {U(WN)tpo} = {U(V)tpo} = .re 

if Po is cyclic for U(V). Therefore 

(5.1) 

for all g E '\J. This Eq. (4.25) is trivially fulfilled, and 
one obtains Eq. (2.29) for all cyclic fPo. Since in the 
Schrodinger representation U('\J) is cyclic. and since 
the set of cyclic vectors is dense on the unit sphere, 
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Eq. (2.29) follows for all unit vectors CPo by continuity 
reasons. In this way one has reproduced the kernel 
integral for the Schrodinger representation. We point 
out, however, that in the proof of Theorem 4.1 use has 
been made of square integrability of cp(!, g), so that for 
a complete proof for the finite case this has to be 
shown without Eq. (2.31). This is not difficult. 

If '\Y is infinite dimensional, Eq. (5.1) is not true in 
general. There are, however, classes of representations 
in which Eq. (3.1) is true either for all N or at least for 
a sequence nl < n2 < .... It will be shown in Paper 
II that these are just the partial tensor-product repre­
sentations. Here we briefly discuss these representa­
tions. For direct- or tensor-product representations a 
kernel integral formula is known5•11 ; in our discussion 
this formula results from a simple specialization of 
partial tensor-product representations and Theorem 
4.1. In order to define these representations we have to 
make a few remarks on incomplete tensor products of 
Hilbert spaces introduced by von Neumann.28 

Let J be an index set. Let Za' IX E J, be complex 
numbers. Then 

(5.2) 

is called convergent28 with value a if for any 0 > 0 there 
exists a finite subset Jo(o) such that, for each finite set 
J' = (lXI' ..• , IXn) with Jo c J' c J, 

Iz ... Z - al < o. 
a1 IX", -

(5.3) 

The product in (5.2) is called quasiconvergent if the 
product of the absolute values of the Za is convergent. 
If it even converges in the above sense, its value is a; 
if it does not converge, the value 0 is assigned to it. 

Now let Jea, IX E J, be a set of Hilbert spaces. A 
sequence of vectors CPa' CPa E Jea, is called a C sequence 
if the product of the II CPa II converges. If "Pa is another 
C sequence, then IIaeJ (CPa' "Pa) is quasiconvergent.28 

The complete direct or tensor product ®aeJ Jea now 
consists of the closure of the linear hull of the "product 
vectors" ® fPa, where CPa belongs to a C sequence. 
The scalar product is defined in the sense of quasi­
convergence by 

Here a product vector ® CPa. is nothing but a function 
on J which associates every IX E J with a vector 
CPa E Jea• Thereby the complete direct product is inde­
pendent of any ordering of J, i.e., it is commutative. 

Let a sequence of unit vectors cP~ E Jea be given. The 
incomplete direct or tensor product (ITP) 

Jecpo == ® (®<Pao)Jea (5.4) 
aEJ 

28 J. von Neumann, Compo Math. 6, 1 (1938). 

?f the Jea with respect to the reference vector cpo = ® CPa 
IS now defined as the closed linear subspace of the 
complete tensor product which is generated by all 
vectors of the form 

cP = ® CPa with CPa = cP~ except for finitely many IX. 

(5.5) 
By definition the ITP is commutative. 

Two product vectors ® CPa' ® "Pa with 0 < II II CPa II < 
00 and.O < II II "Pall < 00 are called equivalent if 

(5.6) 

where only countably many nonvanishing terms are 
allowed in the sum. One can show the following28 : 

If ® cP~ is reference vector of an ITP, and if ® "Pa is 
equivalent to ® CP~, then. ® "Pa lies in the ITP deter­
mined by ® cp~. Thus equivalent reference vectors 
define the same ITP. Different lTP are pairwise 
orthogonal. 28 

Partial tensor products are. a simple generalization 
of ITP. Decompose the index set J into finite subsets 
Jr : 

r 

For every r form the usual finite tensor product 

(5.7) 
aeJr 

choose some unit vector "P~ from each Je(r), and form 
the ITP of the Je(r) with respect to "P~: 

Je = ® (®'I'rO)Je(r). (5.8) 
r 

The resulting Hilbert space Je is called a partial tensor 
product (PTP). It differs from an ITP in the reference 
vector because it need not be a product vector with 
respect to the original Jea • 

Now the corresponding representations of the CCR 
will be defined. Let hI, h2' ... be a basis of the test 
function space '\Y, and let every element of '\Y be a 
finite linear combination of the hi, i.e., '\Y = '\Yo. 
Let J be the set of natural numbers. Let all Je be a 

isomorphic to V(RI), the space of square-integrable 
functions of one variable; let in each Jea a SchrOdinger 
representation of [Q, P] = i be given, and denote the 
corresponding Weyl operators by Ua(p) , Va(q) [cf. 
Eq. (2.27)]. One defines unitary operators Un(p) , 
Vn(p) in ®.rea by 

Un(p) = Un(p)@ (®la), 
a*n 

Vn(q) = Vn(q) @ (® la). (5.9) 
a*n 



                                                                                                                                    

KERNEL INTEGRAL FORMULAS. I 1693 

Now letf, g E '\1, 
N M 

f= I,Pnhn' g = 2,Qnhn. 
1 1 

We define 
N M 

U(n == II UiPn), V(g) == II Vn(qn)' (5.10) 
1 1 

This is obviously a representation of the CCR. 
However, it is reducible in ® Je". For let Jeq>o be the 
ITP defined by Eqs. (5.4) and (5.5). Every U(f), V(g) 
changes only a finite number of factors in a product 
vector, so that by Eq. (5.5) Jeq>o is invariant. The 
irreducibility of the Schrodinger representation implies 
that Je . is irreducible under U(f, g). 29 If every qJ~ is 
cyclic f~r O,,(p) , then obviously ® qJ~ is cyclic for 
U(f). The representation defined by Eq. (5.10) in an 
ITP Je is called a direct or tensor-product representa-

'1'0 • 
tion (TPR) with respect to the basIs hi of '\1. 

In the same way one can define a partial tensor­
product representation (PTPR) with respect to a basis 
hi of CU'. Decompose the set J of natural numbers into 
finite subset Jr , r = 1, 2, ... , and form a PTP Jeq>o' as 
in Eq. (5.S). Let vCr) be the number of elements of JT • 

In each Je(r) define a SchrOdinger representation for 
vCr) degrees of freedom analogously to Eq. (5.9): i.e., 
if n E Jro take 

On(P) = Vip) ® ( ® 1,,) (5.11) 
"EJr 
"*n 

as operators in Je(r); similarly for V'n(q). In ® Je(r) 
one defines operators Un(p), 

Un(p) = On(P) ® ( ® l r,) , (5.12) 
r'*r 

and similarly Vn(q). Then U(f) and V(g) are defined 
as in Eq. (5.10). Again U(/, g) is irreducible in Je'l'o, 
By a renumbering of the basis vectors hi and of the 
index set J, one can transform the subsets Jr into 
intervals: 

J1 = (1, ... ,nl), J2 = (nl + 1, ... ,n2), •••• 

(5.13) 

In the following we will always assume this kind of 
ordering. 

If each 1f.. in the reference vector ® tI,. is cyclic for 

Or(Pl, ... ,Pn) == 0nr_l+1(Pl)' .. °n.(Pn) , 

then obviously ® "P~ is cyclic for U(f). We now show 
that one can always assume ® "P~ to be cyclic. 

Lemma 5.1: Let UU, g) be a TPR or PTPR in 
Jerpo = ® (®rprO)Je(r). Then in each Je(r) there exists a 

•• This follows from Ref. 28, Theorem IX. 

unit vector ip~ such that Jerpo = Jeflll and such that ip0 == 
® fJ~ is cyclic for U(f). 

Proof: A TPR is a special case of a PTPR, so we 
treat only the latter. In each Je(r) the vectors cyclic 
with respect to OrCPt, ... ,Pn) are dense on the unit 
sphere. From these one can choose a fJ~ in such a way 
that IlfJ~ - "P~II < 2-T

• Then 

l(fJ~, "P~) - 11 = l(fJ~ - "P~, "P~)I < 2-r 
and 

I l(fJ~, "P~) - 11 < 00. 
T 

Thus ® fJ~ is equivalent to ® "P~, hence ® fJ~ E Je'l'O' 
and thus JeVio = Jeopo' The reference vector ® fJ~ is 
cyclic for U(f). Q.E.D. 

Now the application of the criterion of th~ pre­
ceding section is straightforward. Let 

~=---,-= 

Wn = {hI' ... ,hn} and Jen = {U(Wn)"P°}, 

where the reference vector "Po = ® "P~ is taken to be 
cyclic. Then it follows immediately from the definition 
of a PTPR in Eqs. (5.12), (5.13), and (5.10) that 

V(Wn)"P° c Jeni , (5.14) 
hence 

aaCF)n; = ag(F) for g E Wn;, i = 1,2, ... , 

(5.15) 

where the ni are given by Eq. (5.13). For a TPR one 
has in particular ni = i, since in this case the Ji con­
sist of only one point. Theorem 4.1 thus implies the 
following corollary: 

Corollary 5.1: Let U(/, g) be a PTPR as defined in 
Eqs. (5.12), (5.13), and (5.10) with respect to the basis 
hI, h2' ... of '\1. Choose the reference vector qJ0 = 
® qJ~ to be cyclic. Then 

}~~ fw ... xw .. dn:r dnig/(21T)n;(qJ, UU, g)qJo) . . 
X (UU, g)qJo, "P) = (qJ, "P) (5.16) 

for all qJ, "P E~. The ni are given by Eq. (5.13). IIi 
case of a TPT, one has ni = i. 

In Paper II it will turn out that one can take any 
unit vector for qJo in Eq. (5.16). For TPR, Eq. (5.16) 
has been shown by Klauder and McKenna,!l and a 
co.mplete classification of TPR up to unitary equiv­
alence has been given in Ref. 5. We note that for 
TPR the above result obviously holds independently 
of the ordering of the basis hI' h2 ,' •• of CU'. For 
PTPR this need not be true . 
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6. SHARPENING OF THE CRITERION 

In this section the criterion of Theorem 4.1 will be 
sharpened considerably. It will turn out that Eq. 
(4.25) need hold only for ((iM{F) = "I'M{F) = ((io{F) == 
1. This in turn just means that the integrals over 
IE(j, g)1 2 tend to 1, where E{f, g) = «({io, U(j, g)({io) 

is the vacuum functional belonging to ({io. The criterion 
is then carried over to the basis-independent kernel 
integral of Eq. (2.36). Again it turns out to be sufficient 
to consider only the vacuum functional. The im­
portant point for both the limit superior and the 
supremum over all bases is that one can replace these 
by a limit over a subsequence which is independent of 
({i and "1'. 

Using the same notation as in Sec. 4, we first prove 
a theorem for the kernel integral as a limit superior 
and get, as a consequence of the proof, a corollary 
for the kernel integral as an ordinary limit. 

Theorem 6.1: Let hI, h2 , • • • be a basis of 'lJ, and 
let U{f, g) be a representation of the CCR with cyclic 
U('lJo). Let the unit vector ({io be cyclic for U{'lJo). 

Then the following statements are equivalent: 

(a) lim In( lPo, lPo, lPo) = 1; 
n 

n 

(c) There exists a subsequence nl < n2 < ... such 
that for all ({i, "I' E Je, 

lim InilP, lPo, "1') = (IP, "1'); 
i-+ 00 

(d) There exists a subsequence nl < n2 < ... such 
that 

lim r dn;gJ dfJ-(F) 
i JWn. '1.J' 

, X Pn/F){lag(F)12 - laiF)nJ} = O. 

Proof: We show (a) ---+ (d) ---+ (c) ---+ (b) ---+ (a). 
(a) --.. (d): There exists a subsequence nl < n2 < ... 

such that In; (lPo, lPo, lPo) converges to the limit superior. 
By lemmas 4.5 and 4.6, with IPM and "I'M replaced 
by lPo, this is just (d). 

(d)---+ (c): First we show that condition (4.25) is 
fulfilled for bounded functions. Let M ~ n and let 
IP M(F), "I'M(F) be bounded functions lying in Je M' By 
lemma 4.2 and Eq. (4.23) one has 

Kn == r dngf dfJ-(F)piF){laiF)12 
Jw" '1.J' 
- laU<F)nI2}qJ~F)"I'M(F) 

=J dngf dPn(F){Pn(P + g) 
TV" '1.J'IW"o 

- Pn( P) / aU< F)n/2}1P M( F)"I' M( P). (6.1) 

Now we show that30 for g E Wn 

Pnep + g) ~ Pn(F) lag(F)nP~ (6.2) 

almost everywhere on 'lJ' / W~. Indeed, let ~ be a 
cylinder set with arbitrary base & c 'lJ'/W~. Let 
Xa (F) be the characteristic function. Then the first 
term in the decomposition 

Xa(F)ag{F) = Xa(F)ag(F)n + Xa(F)all(F)n.l 

lies in Jen since Xa E Jen, while the second lies in 
Jen.l since for all IPn E Jen one has (lPn, Xnagn.l) = 
(IPnXa, agn.l) = O. Hence Pn(xaag) = xaalln , and 
/lPn (xaag )1I S IIxaao /l just means 

J_dPn(F) lag(F)nI2 ~ r dJl(F) laiF)12x&(F) 
a J'1.J' 

=J d- (F) Pn(p + g) . 
~ Jln Pn(P) 

Since & is arbitrary, this implies Eq. (6.2). 
Returning to Eq. (6.1), we take the absolute value 

of both sides. Let IIPM(F)/, /"I'M(F)I ~ C. Then Eq. 
(6.2) yields 

IKnl ~ c2 r dng r odPn(P) 
Jw" J'1.J'IW" 

x {piE + g) - Pn(E) laiF)nn. (6.3) 

Using again Eq. (4.23), the right-hand side just 
becomes the expression of condition (d) if one puts 
n = ni • Hence Kni tends to zero for i ---+ 00. Then 
lemmas 4.5 and 4.6 immediately imply (c) for bounded 
functions of X M , M = 1,2, .... 

These functions are dense in each Je M and hence 
dense in Je. Let IP, "I' be arbitrary vectors of.re. One can 
assume /l1P1l = 11"1'11 = 1. Let 1 ~ € > O. There exist 
an M and bounded functions IP M(F) , "I'M(F) E Je M 
such that IIIPMII, Ji"l'MJi $;; 1 and IIIP - IPMJi < €/S, 
11"1' - "I'MII < €/5. Then, as in Eqs. (4.26) and (4.27), 
it follows that 

lim IIn,(IP, lPo, "1') - (IP, "1')1 < €. 
i 

(c) ---+ (b) --.. (a): The first implication follows from 
IIn(lP, lPo, IP)I ~ /lIP/l 2, and the second is trivial. 

Q.E.D. 

The above theorem is relatively strong. For not only 

does lim In (lPo, lPo, lPo) = 1 imply 

lim In(lP, lPo, IP) = 1I1P1I2 

30 This will tum out to be a decisive point for this section because 
it means that the term in curly brackets on the right-hand side of 
Eq. (6.1) remains unaffected when taking absolute values. 
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for, all cP E Je, but also the surprising fact follows 
that there exists a subsequence ni , the same for all 
vectors, such that the limit superior can be replaced by 
a limit. Normally, one would have expected this 
subsequence to depend on cp. In Paper II the class of 
all representations satisfying the above conditions 
will be determined. 

For the case of a simple limit, the proof of Theorem 
6.1 immediately implies the following: 

Corollary 6.1.' Let the assumptions be as in Theorem 
6.1, and let n1 < n2 < ... be a sequence of natural 
numbers. Then the following statements are equiv­
alent: 

(a) lim 1 n.{ CPo, CPo, CPo) = 1; 
i-+ 00 

(b) lim Inicp, CPo, tp) = (cp, tp), for all cP, tp E Je; 
i-+ 00 

(c) !~~ JWn
dnig 

J'lY,d,u(F) 

• X Pn;CF){laiFW - lay{F)nl} = 0. 

Now we turn to the case sup lim, where the su­
premum is taken with respect to all bases of 'D. We 
will find the same phenomenon as in Theorem 6.1. 
Firstly, it suffices that Eq. (2.36) holds for CPo; secondly, 
there exists a fixed sequence of bases such that for all 
cP E Je the supremum can be replaced by an ordinary 
limit. This will be proved in· the next theorem. In 
Theorem 6.3 it will be shown that one can even replace 

sup lim by an ordinary limit over a kind of diagonal 
fI n 

sequence, which allows the transition to scalar 
products. 

If h{ , h~ , ... is a basis of 'D, W! is defined as in 
Eq. (2.36) by W! = {h~,· •. ,h!}. Define p!(F), Je~, 
a/F)!, I!(cp, CPo, tp) by means of W! in the same way 
as Pn' Jen, a.,(F)n, In(CP, CPo, tp) in Sec. 4. 

Theorem 6.2: Let U(j, g) be a representation of the 
CCR, and let the unit vector CPo be cyclic for U(f) in 
such a way that, for any dense linear subspace 'Do of 
'D, CPo is already cyclic for U('Do). Then the following 
statements are equivalent: 

(a) sup lim I~( CPo, CPo, CPo) = 1; 
fI n 

(b) supliml~(cp,cpo,cp)=llcpI12, forall cpEJe; 
fI n 

(c) There exists a sequence of bases (hiv>, h~v>, ... ), 
v = 1, 2, ... , such that for all cP E Je 

lim liml~v)(97, CPo, cp) = 119711 2; 
v-+oo 11.-+00 

(d) inflim I dng r dft(F) 
fI -;;- w,,fI J'lY' 

x p~(F){la,,(FW - la.,(F)~12} = o. 

The proof will yield the following: 

Corollary 6.2: Let (hiv) , h~V>'" .), v = 1,2,"', be 
a sequence of bases of'D and let the unit vector 970 be 
cyclic for every U('D~v», where 'D~v) consists of all 
finite linear combinations of hiv), h~v), .... Then the 
following statements are equivalent: 

(a) lim lim I~)( 970' CPo, (70) = 1; 
n 

n 

(c) lim lim r dngf dft(F) 
v -;;-J W n IV, '\J' 

X p~v)(F){laiFW - lag(F)~v)n = 0. 

First we show the following simple lemma: 

Lemma 6.1: Let 97(F) E L; £:: Je with I 97(F) I :S 
c < 00. Then for any € > 0, any fJ and any 'YJ > 0, 
there exist' an M and a 97 M(F) E Je~ such that 

I 97M(F) I :S c + 'YJ and Ilcp - CPMII < €. 

Proof: For each fJ one has Je = {U Je!}, byassump-
n 

tion of the above theorem. Choose €l > ° such that 
€~ + €lC2/'YJ = €2. Then for each fJ there exist an M 

and a rpM(F) E Jeir such that II rpM - cpll :S €l' 

Schwarz's inequality and the finiteness of ft imply 

€~ ~ (J dftlrpM(F) - CP(F)1
2
}. {J dft 'l} 

~ (J dftlrpM(F) - cp(F)r 

~ {J dft ilrpM(F)1 - Icp(F)llr (6.4) 

Let ~ == {FE 'D': I CPM(F) I > c + 'YJ} and let W~2 be 
the annihilator of W~1 in 'D'. Since rp M(F) is constant 
within each coset F + W~, the characteristic function 
XIl(F) lies in Jeir. Equation (6.4) implies 

€l ~ idft{lrpM(F) -lcp(F)I} ~ 1Jidft = 1J,u(~). (6.5) 

Put 97M(F) == rpM(F)' (1- XIl(F». Then 97M(F) EJeir , 
I 97M(F) I ~ c + 'YJ, and 

II97M - 9711 2 =J dftlrpM - 971
2 + r dftl9712 

'\Y'-A JA 

~ €~ + c2 
• ft(~) 

~ €~ + C2€1/'YJ = €2. Q.E.D. (6.6) 
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Proof of Theorem 6.2: We show (a)~ (d) --+ (c)--+ 
(b) --+ (a). 

(a) ~ (d): According to lemmas 4.5 and 4.6, (d) is 
just another form of (a). 

(d) --+ (c): There is a sequence of bases (hi·) , h~·) , ... ), 
v = 1,2, ... , such that the supremum in (a) can be 
replaced by a limit: 

(a') lim lim I~)(!po, !Po, !Po) = 1. 
n 

Conversely, (a') implies (a) by Eq. (2.31). An equiv­
alent form of (a') is 

(d') lim limj' dng [ dft 
• -n- Wn(·) J'\J' 

x p~·)(F){IauCF)12 - lauCF)~·)12} = o. 
We now show that (a') and (d') imply (c). First let 

rp(F) E L; ~ Je be bounded, Irp(F)/ S c, say. One can 
assume II rpll = 1. Let I ;;::: E > O. We have to show 
that there is a Vo = VOCE) such that for v ;;::: Vo 

Os 1 - lim I~·)(rp, rpo, rp) S E. (6.7) 
n 

For each v there is, by the above lemma, an M = 
M(v) and a rp<;j(F) E Je<;j such that I rp<;j(F) I S 2c, 
/I rp<;j II S 1, and /I rp - rp<;j /I < E/4. Due to linearity 
and Eq. (2.31), one obtains, in a similar way as Eq. 
(4.26), that· 

II~(rp, rpo, rp) - I~(!p<;}, rpo, rp<;})1 S IE (6.8) 

for all (3, n. This implies 

Ili~ /~( rp, rpo, rp) - li~ /~( rp<;}, rpo, rp<;}) I S iE. 
(6.9) 

Define E. by 

1-· 1(·)( )-1m n rpo,!Po, rpo = 1 - E •• (6.10) 
n 

Then E. ;;::: 0 and lim Ey = O. Hence there is a Yo such 
• 

that 0 S E. S E/16c2 for all v ~ Yo' Choose Vo = Yo. 
One has 

o S 1 - lim /~.)( rp, rpo, rp) 
n 

= 1 - lim /(·)(m(·) m m(v» n .,-M,.,-O,.,-M 
n 

+ -1'-/(v)( (.) (.» 1-'-/(·)( ) 1m n rpM' rpo' !PM - 1m n !P,!Po, rp 
n n 

< 3 E + 1 - lim I(v)(m(v) m (v» _4 n .,-M,.,-O,!PM· 
n 

(6.11) 

By the same argument as in Eqs. (4.1)-(4.3), one 
obtains for n ~ M 

1 - 1<;:)( rp<;}, rpo, rp<;,]) 

S 4c2j Wnev,dng f'\J,dftP~)(F){laU<F)12 - lag(F)~·)/2} 
= 4c2(1 - I~)(rpo, rpo, !Po». (6.12) 

Hence the right-hand side of Eq. (6.11) is smaller than 
IE + 4c2ev S IE + iE = E for v ~ Vo. This proves 
Eq. (6.7), and thus (c), for bounded functions. Since 
these are dense in L; ~ Je, the validity of (c) for all 
elements of Je follows by the same argument as 'in 
Eqs. (4.26) and (4.27). 

(c) --+ (b) --+ (a): The first implication follows from 
Eq. (2.31), and the second is trivial. Q.E.D. 

In condition (c) of the above theorem the supremum 
is replaced by a limit, but there still appears the limit 
superior. The natural question is whether this can also 
be replaced by a limit over a subsequence which is 
independent of rp. For rpo there exists, of course, such 
a subsequence. It is, however, uncertain if there exists 
a limit with this subsequence for I~·)( rp<;} , rpo, rp<;j) in 
Eq. (6.12). If one could prove the existence of this 
limit, everything would go through as before. Equa­

tion (6.12) only shows that, instead of lim, one may 
n 

take any other limit point. This means that one just 
has to go sufficiently far in the sequence and that the 

actual limit point, i:e., lim or another one, does not 
n 

matter because their difference is restricted anyway. 
This remark makes it seem likely that one can find a 

kind of diagonal sequence such that lim lim, which is 
• n 

a sort of double limit, can be replaced by an ordinary 
single limit. This is indeed the case. 

Theorem 6.3: Let the assumptions be as in Theorem 
6.2, and let 

(6.13) 

Or, somewhat weaker, let the assumptions be as in 
Corollary 6.2, and let31 _ 

1· -I' (.)( 1m 1m In !Po, !Po, rpo) = 1. (6.14) 
n 

Then there exists for each v an index n = n(v) such 
that for all rp, 'IjJ E Je 

(6.15) 
.... 00 

Proof: The above cyclicity assumption implies that 
Je is separable.32 Let rpI' !P2,'" be a denumerable 
dense set in .re, and let p~.) be the projection operator 
onto Je<;:). For each v, p~.) converges strongly to 1 for 
n --+ 00 by lemma 4.1. Hence for each v there is an 
index m(v) such that I/P;;/.)!Pi - rpil/ < V-I for i = 
1, ... ,v. Let rp be any vector in Je, and let e > O. 
There exists an index io such that 1/ rpi. - rpl/ < e/3, 

31 Obviously Eq. (6.13) implies Eq. (6.14). 
3. This simple fact is easily shown directly. It also follows from a 

lemma in Paper II, Sec. 5 (J. Math. Phys., to be published). 



                                                                                                                                    

KERNEL INTEGRAL FORMULAS. I 1697 

and for v ~ io, e/3 one has 

IIP~lv)tp - tpll ~ IIP~lv)(tp - tpio) II 
+ IIP~!.)tpio - tpioll + Iitpi. - tpH S e. (6.16) 

Hence p~lv) -+ 1 strongly for v -+ 00. 

Let ev be defined by Eq. (6.10), and for each v 
choose an index n(v) such that n(v) ~ m(v) and 

1 - I~(~)( tpo, tpo, tpo) S 2ev • 

Now let tp(F), 'P(F) be any two bounded functions in 
L!, I tp(F) I S c, and I'P(F) I S c < 00 say, and let 
e > O. We can assume \I tpll = II'PII = 1. Put e' == e/lO. 
Then there is a Vo such that for v ~ Vo one has 
o S ev S e' /2c2

, II tp - p~lv) II S e' /2, and 

IIV' - P:':lv ) II ~ e' /2. 
By the same argument as in the proof of lemma 6.1, 
it follows that for each v ~ Vo there is a function 
tp;;;lv) E Je;;;!v) such that I tp;;;lv) (F) I S 2c, II tp;;;lv) II S 1, 
and II tp - tp;;;!v) II S e'. The same holds for 'IJl. Then 
for v ~ Vo 

II~(~)(tp, tpo, 'P) - (tp, V')I 
S II~(~)( tp, tpo, V') - I~(~)( tp~lv), tpo, V'~lv»1 

+ II~(~)( tp~lv), tpo' V'~lv» - (tp~lv), V'~~!v»1 
+ I(tp~lv), V'~lv» - (tp, V')I· (6.17) 

The first term on the right-hand side is not greater than 
3e' by Eq. (4.26), and the third not greater than 2e'. 
For the second term, similar to Eqs. (6.12) and 
(6.1)-(6.3), one has 

II(v) ( (v) (v» «v) (v»1 n(v) tpm(v) , tpo, V'm(v) - tpm(v) , V'm(v) 

= I r dng r dfl 
JTVn(v)(V) Jeo' 
x p~)(F){lauCF)12 - lauCF)~)nrp~!V)V'~!V)1 

S 4c2(1 - I~(~)(tpo, tpo, tpo» S 8c2ev • (6.18) 

Hence the left-hand side of Eq. (6.17) is smaller than 
e for v ~ Vo. Q.E.D. 

Up to now tpo has always been assumed to be cyclic. 
In Paper II it will be shown that under certain not very 
strong conditions the validity of Eqs. (2.33), (2.35), or 
(2.36) for some tpo implies the validity for any other 
unit vector. It will also turn out that in this case Eq. 
(2.30) of lemma 2.1 can be generalized to infinitely 
many degrees of freedom, the corresponding limit 
being (V'1' V'2)(tp2, tp1)' 

One can also apply the methods of Sec. 4 to these 
questions, but the treatment in Paper II seems to be 
simpler. 

7. DISCUSSION AND A COUNTEREXAMPLE 

The integral conditions (4.25) of Theorem 4.1, (d) 
of Theorem 6.1, (d) of Theorem 6.2, and (c) of 
corollary 6.2 specify the kind of convergence of the 
projections auCF)n towards ag(F). Of course, one now 
can formulate numerous sufficient conditions which 
imply this kind of convergence. The particularly 
simple condition ag(F)ni = ag(F) has been used in 
Sec. 5 for PTPR. 

One immediately gets the natural idea that stronger 
continuity properties of the representation might lead 
to the required kind of convergence. For instance, one 
could choose the space SofSchwarzfor '1] and demand 
continuity of the representation with respect to the 
usual topology of S. Since S is a nuclear space in this 
topology, '1]' can be replaced19 by the considerably 
smaller space S'. Thus one might try to exploit the 
far-reaching results of the theory of nuclear spaces 
and of rigged Hilbert spaces.19 

In general, however, this hope is unfounded. Below, 
a relatively simple example of it representation will be 
given in which U(f) is cyclic and for which a kernel 
integral formula holds neither with a limit superior 
nor with a supremum over all bases, although the 
representation is continuous in the topology of S. 
The existence of such a representation can be deduced 
from general reasons. In Part II we are going to show 
that every representation fulfilling a kernel integral 
formula has to be irreducible. And since there are 
representations with '1] = S which are cyclic with re­
spect to U(f) and continuous in the topology of S 
but not irreducible, a kernel integral formula cannot 
hold for such representations. Since the example is 
quite instructive and does not make use of the general 
theory, it may be worthwhile to show this fact directly. 

Consider33 the direct sum of two representations 
which are given by the vacuum functionals 

E ;(f, g) = e-i {( m j {f,f)+m j -'(g,U»)-i/2{f,g), 

j = 1,2; m1 > m2 > 0, (7.1) 

in Hilbert spaces Je1 and Je2. In Je = Je1 8j Je2· we 
choose .as "vacuum state" 

(7.2) 

where 10)1' 10)2 are the vacuum states for £1' £2' The 
representations determined by £1 and £2 are inequiv­
alent and irreducible, and 10)i is cyclic with respect to 
the field. They are tensor-product representations.3•u 

If one takes S as test-function space, the representa­
tions are continuous in the topology of S x S. 

33 This example was suggested to the author by J. R. Klauder. 
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Denote by U;(f, g) the operators in Je i . Then in 
JC, U(f, g) = U1(f, g) EB U2(f, g), and with 10) one 
obtains as vacuum functional 

E(f, g) = HE1(f, g) + E2(f, g)}. (7.3) 

Before proving that 10) is cyclic for U(f), we show that 
E fulfills neither condition (a) of Theorem 6.1 nor the 
corresponding condition (a) of Theorem 6.2. For any 
basis hI, h2' ... of S, one has 

= r dnj dng/(2TrtU IE112 + ! IE212 + t IE1E21}. 
JWnXWn 

(7.4) 
By means of the well-known formula 

(27T)-n/2J exp {-a/2x2} dnx = a-n/2 (a > 0), 

one obtains for the first integral t and for the second 
a + i(ml/m2 + m2/m1)}-n/2, which tends to zero for 
n ~ 00 and m1 =;l: m2 • Hence for any basis of S the 
left-hand side of Eq. (7.4) tends to i for n ~ 00. 

It remains to show that 10) is cyclic for U(f). This 
is achieved by means of the cluster decomposition 
property34 of the representations Ei • If one defines 
fa(x) == I(x - a) and the translation operators Ti(a) 
by Ti(a) If, g)i == lfa, ga)i, then, according to this 
property, T;(a) converges weakly to the projection 
operator 10); i(OI for lal ~ 00. Now assume that 10) is 
not cyclic for U(f). Then there is a I'IJ') = I'IJ'\ EB 1'IJ')2 E 

Je such that I'IJ') =;l: 0 and <'IJ'I U(f) 10) = 0 for all f 

3. The physical idea underlying the cluster decomposition property 
has been discussed by F. Coester and R. Haag Phys. Rev.lt7 1137 
(1960). " 

Thus <'IJ' II + Ya) = 0 for any function YES and 
any a, hence also for lal ~ 00. Evaluating this and 
using the definition of Ei , one obtains 

e-m1(lI,U)/\('IJ' Inl + e-m.(lI.lI)/\('IJ' In2 = O. (7.5) 

Dividing by exp { - m2(y, Y )/4} and letting (y, y) tend 
towards 00, it follows from m1 > m2 that 2<'IJ' I f)2 = O. 
Hence also the remaining term in Eq. (7.5) has to 
vanish, i.e., 1 <'IJ' I f)1 = O. Because of the cyclicity of 
10)i with respect to Ui(f), this implies 1'IJ')1 = 1'IJ')2 = 0, 
thus I'IJ') = 0, in contradiction to the assumption. 

The above example provides a representation which 
is cyclic with respect to U(f) but not irreducible. For 
finitely many degrees of freedom this cannot happen, 
and our proof would break down due to the missing 
cluster decomposition property. For m1 = m 2 the 
integral in Eq. (7.4) assumes the correct value 1, but 
10) is not cyclic in this case. For other vectors the 
kernel integral need not tend to the required value. 
Thus the cyclicity assumption in Theorems 6.1 and 6.2 
is quite important. In Paper II it will be shown that 
this assumption can be replaced by an irreducibility 
condition. 
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In this paper we write down and solve Maxwell's equations without sources when the field variables 
are considered as functions over the group SU2 • A Hilbert space is then constructed out of the field 
functi?ns. An ex~ansion of the field functions in terms ~f the matrix elements of the irreducible repre­
sent~tlOn. of SU~ IS show,: to r~duce the pr?blem of solvu1:g Maxwell's equations to that of solving one 
parttal differentIal equation with two variables. A Founer transform reduces this equation into an 
o~dinary di~erent~al equation w~ich is identical to the partial-wave equation obtained from the Schro­
dmg~r equatIOn with zero potentIal. Th~ analogy between the mathematical method used in this paper in 
rel~l1on to the group SU2 and the Founer transform in relation to the additive group of real numbers is 
pomted out. 

1. INTRODUCTION 

In this paper we write down and solve Maxwell's 
equations without sources when the field variables are 
considered as functions over the rotation group 0 3 

or its covering group SU2 • This means the inde­
pendent variables of the field functions will be the 
elements g E 0 3 or u E SU2 • The variable U E SU2 will 
not, however, take over the whole set of the four 
coordinates t, x, but only two of them. Clearly the 
time t and the radial distance r = Ixl are unchanged 
under rotations. Accordingly, the independent param­
eters of the field functions will be taken as t, r, and g, 
or equivalently t, r, and u. The variable U E SU2 will 
replace the usual spherical angles () and 4>. An addi­
tional degree of freedom is so added since U E SU2 

depends on three variables (such as Euler's angles). 
The physical field functions can be obtained by setting 
the additional variable equal to zero. 

By working with functions defined over the group 
SU2 , we will be able to apply some powerful mathe­
matical methods known from the theory of representa­
tions of compact topological groups. 

An easy methodI •2 to describe a definite quantity 
as a function of U E SU2 was given recently and a brief 
summary is given in Sec. 2 below for the vector fields 
case. In Sec. 3 we apply the method to Maxwell 
equations. In Sec. 4 we discuss the properties of the 
field functions written over the group SU2 • A Hilbert 
space is constructed out of these functions and, 
accordingly, any solution of Maxwell's equations 
can then be considered as a vector in that Hilbert 
space. Section 5 is devoted to the solution of Maxwell's 
equations. This problem is reduced to the solution of 

1 M. Carmeli, J. Math. Phys. 10, 569 (1969). 
• I. M. Gel'fand and Z. Ya. Shapiro, Usp. Mat., Nauk 7, 3 

(1952) [English trans!.: Am. Math. Soc. Trans!. (2) 2, 207 (1956)]; 
I. M. Gel'fand, R. A. Minlos, and Z. Ya. Shapiro, Representations 
of the Rotation and Lorentz Groups and their Applications (Pergamon 
Press. Inc., New York, 1963). 

only one ordinary differential equation which is 
formally identical to the partial wave equation in 
potential scattering. The static solutions are then 
carried out explicitly. 

2. PRELIMINARIES AND NOTATIONS 

In this section we review the method of writing 
vector fields as functions of elements u of the group 
SU2 (the group of all unitary matrices of order two 
and determinant unity). For more details see Refs. 1 
and 2. 

Let Vex) be a (complex) vector field. Instead of 
decomposing V in some fixed coordinate system, we 
decompose it with respect to a triad of orthonormal 
vectors at each point in space. The triad of vectors is 
chosen so that one vector is directed along the radial 
coordinate r and the other two vectors are perpendic­
ular to it. The component of V along the vector 
directed along r is of course just Vr • The other two 
components will then be given as linear combinations 
of the spherical components Vq. and Vo' Because of the 
arbitrariness of the direction of the two vectors which 
are normal to the one directed along r, a new angle is 
introduced which we denote by 4>2' The other two 
quantities that specify the vector field V are then given 

by VI = Vq. cos 4>2 + Vo sin 4>2' 
V2 = - Vq. sin 4>2 + Vo Cos 4>2' (2.1) 

Each one of the field functions V" VI' and V2 is a 
function of the angles 4>, (), and 4>2 for each value of t 
and r. For any value of the set of the variables 4>, (), 
and r:?2' we can associate a rotation g E 0 3, whose 
Euler's angles are t7T - 4>, (), and r:?2: 

g = g(t7T - r:?, (), r:?2)' (2.2) 

Accordingly, the functions Vr , VI' and V2 are func­
tions of g (of course , they are also functions of t and r): 

Vr = Vr(g) , VI .2 = VI .2(g). (2.3) 

1699 
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The quantities VI and Va are not convenient to 
work with since under rotations they get mixed up. 
We define, instead, the new functions 

'fJ±(g) = -2-![Vl(g) ± iVa(g)] 

= -2-![V", ± iVII]e'Fi"'2, (2.4) 

over Os to satisfy,a i.e., 

'fJ(4)1 + 27T, e, 4>2) = 'fJ(4)l> e, 4>2), 
'fJ(4)t, 0, 4>a + 27T) = 'fJ(4)1 , 0, 4>a>. (2.5) 

The functions 'fJ's can also be considered as functions 
over the group SUa, 

'fJ = 'fJ(u), (2.6) 

'fJo(g) = v,.(g). where U E SUa. Euler's angles are again employed to 
Clearly 'fJ± and 'fJo satisfy the requirement for a function describe the elements U E SUa, 

Clearly also, 'fJ(u) satisfy the requirement for a function 
over SUa to satisfy, i.e. ,:I 

'fJ(4)1 + 47T, e, 4>2) = 'fJ( 4>1' 0, 4>2), 

'fJ(4)1 , 0, 4>a + 47T) = 'fJ(4)1' 0, 4>a), (2.8) 

'fJ(4)1 + 27T, 0, 4>a + 27T) - = 'fJ(4)1> 0, 4>2)' 

An additional property these functions have is thatl 

'fJ±(yu) = e±iA'fJ±(u), 

'fJo(YU) = ~o( u), 

where y is given by 

3. MAXWELL'S EQUATIONS 

(2.9) 

(2.10) 

The Maxwell equations in free space are given by 

v . E = 0, V· B = 0, 

VxE=_aB 
at ' 

VxB=aE. 
at 

Introducing the complex vector field 

V = E + iB, 

Maxwell's equations can then be written as 

(3.1) 

V • V = 0, (3.2a) 

V x V - i
av 

='0. (3.2b) at 
We decompose Eq. (3.2b) into its spherical components 
and form the following four complex scalar equations 

i sin ~ exp [ - ~ (4)1 - ~2) J) . 
cos ~ exp [ - ~ (4)1 + 4>2)] 

out of them and of Eq. (3.2a): 

(2.7) 

V • V ± i{V x V - i av} = 0, (3.3a) 
at r 

{V x-V - i av} ± i{V x V - i av} = O. (3.3b) at ." at II 

Substituting now the expression for the symbol V in 
Eqs. (3.3), we obtain 

~!(r2v.) ± av .. ± _1_ 
r2 ar .. at r sin 0 

X {(i cos 0 + i sin 0 :0 ± :4» (V." 1= iVII)} = 0, 

(3.4a) 

! {1= .! [r(V", ± iV6)] + (i ~ ± cosec o~) v,.} 
r ar ao a4> 

- ~ (V., ± iVo) = O. (3.4b) 
at 

To write Eqs. (3.4) over the group SU2 we substitute 
for cP its value in terms of one of Euler's angles, cP = 
t rr - 4>1' Accordingly, the derivatives a/a4> in Eqs. 
(3.4) should be replaced by - a/aCP1' Also, we use the 

notation V± = -2-!(V." ± iVe), 

Vo = V... (3.5) 

Equations (3.4) will then have the form 

!.! (r2Vo) ± r avo 
r ar at 

1= 2!(i cot 0 + i.! =F cosec 0 ~) V'F = 0, (3.6a) 
00 OCPl 

± ~ (2!rV±) + (i.E.. =F cosec o~) Vo or . 00 acpl 
+ 2!r ~ V± = O. (3.6b) 

at 
3 M. A. Naimark, Linear Representations of the Lorentz Group 

(Pergamon Press, Inc., New York. 1964), 
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Denoting now 

fJ±(U) = V±e'Fi4>., 

fJO(U) = YO, 

and introducing the operators 

(3.7) 

K = e'Fi4>.(±cot () ~ + i ~ 1= cosec ()~) 
± dep2 d() depl ' 

K 
. d 

3= Z-J 
dep2 

(3.8) 

Eqs.1 (3.6) now have the form 

1 1(d d) 2 "1- - ± - (r 'Y}o) 1= K±'Y}'F = 0, 
2 r dr dt 

( d d) 1 ± - + - (r'Y}±) + "1 K±fJo = O. 
dr dt 2 

(3.9) 

Equations (3.9) are Maxwell's equations written 
partially over the group SU2 • The functions 'Y}'s are 
functions of the coordinates t and r, and of course of 
U E SU2 • The operators K± and Ka are well known 
from the theory of representations of SU2 • They 
satisfy the following relations4 : 

K±T;"n = [(j ± m + 1)(j 1= m)]!T:"±l.n, 

(3.10) 

where Tinn(u) are the matrix elements of the irreduc­
ible representation of weight j of the group SU2 • 

4. THE 1] FUNCTIONS 

We will assume that the functions 'Y}'s (i.e., 'Y)± and 
'Y}o introduced in the last section) are such that their 
modulus squares are integrable with respect to du: 

(4.1) 

The integral in Eq. (4.1) is an invariant integrap·5 of 
the function 'Y}(u) over the group SU2. When Euler's 
angles are used to describe the three variables of u, the 
function 'Y}(u) means simply a function of epl' (), and 
ep2' and du is an abbreviation for 

du = 1167T-2 sin () depl d() dep2' 

which satisfies 

j du = 1. 

'The operators K+. K_. and K 3 • and Eqs. (3.10) are obtained 
from the usual operators and formulas by exchanging the roles of 
1>1 and 1>. and the fact that T1.,,(1)1' 0.1>.) = T~m(1) •• 0, 1>,). See. for 
example. Footnote 17 of Ref. I. 

• A. Wei!, Actualities Sci. Ind .• No. 869 (1938). 

An important property of the invariant integral is that 

f fJ(UUl) du = f fJ(UIU) du 

= f 'Y}(u) du 

for any Ul E SU2 , and 

jl(u-1
) du = fl(U) duo 

As a consequence of the assumption (4.1), each 'Y}(u) 
can be expanded in the form 

where 

00 i 

fJ(t, r, u) = L L rx;"n(t, r)T;"n(u), 
i=O m.n=-j 

rx:nn(t, r) = (2j + I)A;"n(t, r), 

A:nn(t, r) = f fJ(t, r, u)T!:n(u) duo 

(4.2) 

(4.3) 

(4.4) 

In Eqs. (4.2) and (4.4) T;"n(u) are the matrix elements 
of the irreducible representation of SU2 • They satisfy 
the following orthogonality relation: 

f T:nnCu)T::'~n'(u) du = (2j + l)-ll5jj·!5mm·!5nn·. 

The expression given above in terms of the elements 
of the matrix T;"n(u) is analogous to that of the Fourier 
transform. The well-known Plancherel's formula for 
the Fourier transform will have the form 

(4.5) 

in the present case. Just as the usual Fourier transform 
realizes a decomposition of the regular representation 
of the additive group of real numbers into its irreducible 
representations, the "generalized Fourier transform 
(4.4) realizes an isometric mapping of the regular 
representation of SU2 onto the direct sum of irreduc­
ible representations U ~ P(u), where each representa­
tion U ~ Ti(U) is included in this direct sum 2j + 1 
times. An analogous proposition and a formula 
similar to Eq. (4.5) hold for any compact topological 
group.a.6.7 

For the particular function 'Y}± and 'Y}o, we will have 
expansions similar to that of Eq. (4.2) with m now a, 
fixed numberl 

00 i 

'YJ±(t, r, u) = I I ochn(t, r)T~l,n(U), (4.6) 
i=l n=-i 

00 i 

'Y}o(t, r, u) = L .2 rxt,n(t, r)Tg,n(u), (4.7) 
;=0 n=-i 

6 L. S. Pontrjagin. Topological Groups (Princeton University 
Press. Princeton, N.J" 1946). 

7 M. A. Naimark, Normed Rings (P, NoordhoffLtd., Groningen. 
The Netherlands, 1959). 
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Equations (4.6) and (4.7) are a direct result of the fact 
that 'YJ ± and 'YJo transform like Tl1,n and Tt,n' respec­
tively, under the transformation u ---+ yu, where y is 
given by Eq. (2.10). 

We now discuss the space spanned by the functions 

'YJ:I: and 'YJo' 
Let us denote by V(SU2) the space of all measurable 

functions 'YJ(u) satisfying the condition (4.1). This 
space is a complete Hilbert space where the scalar 
product is defined by 

(~, 'YJ) = f $(u}TJ*(u) duo (4.8) 

Following Naimark,3 we denote by L~S(SU2) the set 
of all functions 4>.(u) E V(SU2) satisfying the con­
ditionS 

(4.9) 

where the unitary matrix y is given by Eq. (2.10). For 
each s, s = 0, ±t, ±l,"', L~8(SU2) is a Hilbert 
space which is a closed subspace of V(SU2) and so is 
complete. These subspaces are mutually orthogonal. 
This can easily be seen by calculating the scalar 
product ('lfr' 'If.). We have 

('If" 'If.) = f 'lfr(u)'If;(u) du 

= J 'lfr(Yu)'If;(Yu) du, (4.10) 

because of the invariance property of the integral. 
Now, 

'lfiyu) = eir).'lfiu), 

'If.(yu) = i 8).'If.(u). 

Accordingly, we have 

(", '") - ei (r-s»).(.11 111 ) 1'r'1'8 - Tn 1'8 • 

This shows that ('lfr' 'lf8) = 0 if r =;t: S. 

( 4.11) 

( 4.12) 

We now form the orthogonal sum of the three 
subspaces L~m(SU2)' m = -1,0, 1, which is obviously 
the space spanned by the functions 'YJ-, 'YJo, 'YJ+, 

Je = L;\SU2) EEl Lg(SU2) EEl L~(SU2)' (4.13) 

Je is then the aggregate of all sums9 

1 

'YJ(u) = 2 'YJk(U), (4.14) 
k~-l 

where 1]k E L~k(SU2)' The space Je is a closed sub­
space of V(SUz)' For any two functions ~, 1] E Je we 

8 We recall that the electromagnetic field functions 7]-(u), 7]o(u), 
and 7]+(u) satisfy Eq. (4.9) with values s = -1,0, and I, respectively 
[compare Eq. (2.9)]. Accordingly, 7]- E L;;2(SU.), 1]0 E Lg(SU.), and 
7]+ E L~(SU.). 

• See, for example, Ref. 3. 

define a scalar product by 

(~, 'YJ) = f ~(u)'YJ*(u) duo (4.15) 

Using Eq. (4.14) and an analogous expression for ~, 
and using Eq. (4.12), we obtain1o 

1 

(~, 1]) = 2 (~k' 'YJk)' (4.16) 
k~-l 

One can easily verify that the above definition for the 
scalar product satisfies the usual requirements: (1) 
(~, 'YJ)* = (1], ~); (2) 

(oc~ + P'YJ, 'If) = oc(~, 'If) + P('YJ, 'If); 

(3) ('If, 'If) ~ 0, ('If, 'If) = 0, if and only if 'If = 0, for 
any ~, 'YJ, 'If E Je, and any complex numbers oc and p. 
Moreover, since each of the three subspaces L~8(SU2)' 
s = -1, 0, 1, is complete, Je is complete. It thus 
follows that Je is a complete Hilbert spaceY 

5. SOLUTION OF MAXWELL'S EQUATIONS 

We now solve Eqs. (3.9) by assuming solutions of 
the form (4.6) and (4.7).12 Using (4.6) and (4.7) in 
(3.9) and using Eq. 0.10), we obtain 

1 1 ( a a) ( 2 j) [ .( . I)]! j 0 (5 1) 2! ~ ar ± a; r ocO,m =t= ] ] + OCH,m =, . 

( a a) j [j(j + 1)J! j ± ar + at (roc:u,m) + 2 ocO,m = 0, (5.2) 

where j = 1, 2, 3,'" for oc~l,m and j = 0, 1, 2, 
3, ... for octm' and m = -j, -j + 1, ... ,j for both 
cases. (One can let j = 0, 1, 2, ... for both cases with 
the understanding that OC~!:1,m = 0 for j = 0.) By 
elimination we can get a separate partial differential 
equation for the oc~ m' and expressing OC~l m in terms of 
oc~,m' We obtain' ' , 

10 If we write the three field functions 'TJ-, 'TJo, and 'TJ+ as a row 
matrix and denote by 7]t its Hermitian conjugate, the scalar product 
in Je can then be written as (~, 7]) = S ~7]t du, where the integrand here 
is the product of the row matrix ~ and the column matrix 'TJt. It will 
be noted that this integrand is invariant under ~ ~ ~U, 'TJ ~ 7]U, 
where U is a 3 >< 3 unitary matrix. 

11 It is interesting to point out that an analogous Hilbert space 
can be constructed for the Weyl tensor of the gravitational field. 
See M. Carmeli, Phys. Letters 28A, 683 (1969). 

12 Expansion in terms of matrix elements of the irreducible'repre­
sentations of the rotation group in which the Euler angles are 
employed with </>2 = 0 were used by Gel'fand and Shapiro (Ref. 2) 
for solving the wave equation for the 3-vector potential in radiation 
gauge. The result, however, was not so simple as the one we obtain 
in this paper for Maxwell's fields. Reference to previous applications 
to solving the Dirac equation are also given in Ref. 2. 



                                                                                                                                    

GROUP ANALYSIS OF MAXWELL'S EQUATION 1703 

and, 1X~1,O == 0, 

IXH = - - ± - r IX' i ± 1 1[0 OJ 2 . 

,m [2j(j + l)]t r or ot ( O,m)' 
(5.4) 

One can verify that a solution of Eq. (5.3) for lXi 

along with 1X~1,m given by Eq. (5.4) indeed solves th~ 
original two equations, i.e., Eqs. (5.1) and (5.2). 
Equation (5.1) is trivially satisfied because of Eq. (5.4). 
Equation (5.2) is satisfied for any 1X~1 m satisfying Eq. 
(5.4) if lX~m satisfy Eq. (5.3). The 'case for which 
j = ° needs special attention because of the presence 
of the factor j(j + 1) in Eqs. (5.1) and (5.2) which 
decouples the field functions. This case is discussed 
below. 

We thus arrive at the conclusion that knowing 
1X~.m(t, r) leads to knowing 1X~1,m(t, r) completely. In 
other words, the most general solution of Maxwell's 
equations is effectively reduced to the solution of only 
one partial differential equation with two independent 
variables t and r. 

The case of j = ° (S wave) cannot be obtained as 
a particular case. From Eq. (5.1) we obtain (m = 0 
also) 

(:r ± :t) [r2
IXgo(t, r)] = O. (5.5) 

Accordingly, we have 

l(20) 0(20 
a r 1X00 = - r 1(00) = O. 

r at (5.6) 

The solution of this equation is 

IXZo = Q/r2, (5.7) 

where Q is a constant independent of t or r and is 
of course, the total charge of the system.' , 

We now assume a solution of the form 

1X~,m(t, r) = r-2f R(k, r)e-ikt dk (5.8) 

for Eq. (5.3). We obtain an ordinary differential 
equation for the new function R(k, r): 

~:~ + [e - j(j ~ l)JR = O. (5.9) 

Equation (5.9) is the well-known partial-wave 
equation obtained from the Schrodinger equation for 
t~e zero-potential case. Its solutions are extensively 
dIscussed by de Alfaro and Regge,13 The static case is 
particularly simple and is given below. 

When we assume the solutions are time independent, 
Eq. (5.3) becomes 

(5.10) 

where lX~m is now a function of r alone and IXO is 
. 00 

?Iven. by Eq. (5.7). We notice that this equatiQn is 
InvarIant under the change j -+ -(j + 1). Therefore 
we try solutions of the form ri - 1 and r-(i+2) to obtain 

1X~,m(r) = A;"jri- 1 + B:"'(j + 1)r-(i+2), (5.11) 

where A;" and B:'" are constants (with BZ = Q). The 
1X'±1,m(r) are then obtained from lX~m by Eq. (5.4): 

1X~1,m(r) = ± [ij(j + l)]t[A:"'ri-l - B:"'r-(i+2)]. 

(5.12) 

The most general static solution of Maxwell's 
equations without sources is therefore given by 

00 i 

rJo{r, u) =.2 I [A~jri-1 
j=O n=-1 

+ B~(j + l)r-(j+2)]T~.n(u), (5.13) 
00 i 

'YJ±(r, u) = 1= I I [ij(j + l)]t 
i=1 n=-i 

X [A~ri-1 - B~r-(i+2)]Ti1,n(U). (5.14) 

13 V. de Alfaro and T. Regge, Potential Scattering (North-Holland 
Pub!. Co., Amsterdam, 1965). 
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Th~ generating functions of classical gro.ups are used.to. s~t up recursion relations for their partition 
functIOns. These are then used to find the Internal multIplIcIty structure of the weights using Kostant's 
formula. 

1. INTRODUCTION 

The Clebsch-Gordan (CG) program of classical 
groups suffers from two major difficulties. Unlike 
the rotation group in three dimensions for which the 
CG program is well known, many other classical 
groups do not possess the properties of simple 
reducibility and the equivalence of an irreducible 
representation (lR) and its conjugate. Here by the 
lack of simple reducibility we mean the multiple 
occurrence of an IR in the product of two IR's. This 
multiplicity is called the external multiplicity. 1 

However, many relations have been worked out2•3 

which relate this external multiplicity to the multiple 
occurrence of a given weight in an IR. This multiple 
occurrence of a given weight in an IR, a feature not 
shared by the IR's of 0(3), is called the internal (or 
inner) multiplicity structure. 

At present the internal multiplicity structure can 
be worked out using Kostant's formula. 4 There exist, 
however, many other methods (for instance, the 
recursion method of Fraudenthal5), although in 
practice Kostant's formula is the most useful. 
Kostant's formula involves the partition function of 
expressing a nonnegative integral linear combination 
of positive roots in terms of a nonnegative integral 
linear combination of primitive roots. These partition 
functions have been known so far only for rank two 
and three groups.6 

Recently we developed a method7 of obtaining the 
partition functions for A! ("-' SU(l + 1» by using the 
generating functions. In this, we set up recursion 
relations for the partition functions, which are then 
used in conjunction with Kostant's formula to 
compute the internal multiplicities. Of course, the 

1 The terminology is from A. J. Macfarlane, L. O'Raifeartaigh, 
and P. S. Rao, J. Math. Phys. 8, 536 (1967). 

• L. C. Biedenharn, Phys. Letters 3, 254 (1963); G. E. Baird and 
L. C. Biedenharn, J. Math. Phys. 5, 1730 (1964). 

3 G. Racah, Group Theoretical Concepts and Methods in Elemen­
tary !'article Physics, F. Giirsey, Ed. (Gordon and Breach, Science 
PublIshers, New York, 1964), p. 20; D. Speiser, ibid. p. 201. 

• N. Jacobson, Lie Algebras (Interscience Publishers, Inc., New 
York, 1962), p. 261. 

• Reference 4, p. 247. 
6 J. Tarski, J. Math. Phys. 4, 569 (1963). 
7 T. S. Santhanam, MATSCIENCE Preprint MAT-3-196S. 

calculation gets more and more involved as one goes 
to large I. However, the method is precise. 

In this paper, we work out the generating functions 
for A!, B l , Cl , D l , and G2 • The calculations for the 
other exceptional groups F4 , E6 , E7 , and E8 will be 
published elsewhere. We also obtain recursion 
relations for the internal multiplicity. 

In Sec. 2, the general discussion of Kostant's 
formula is given. We discuss the cases -of AI""" 
SU(l + 1), Bl "-' 0(21 + 1), Cl ,...., (Sp21)' Dl ,...., 0(2/), 
and G2 in Secs. 3 through 7. The discussion includes the 
Weyl group, the structure of positive and primitive 
(simple) roots and the Diophantine equations. 
Explicit formulas are obtained and possible recursion 
relations for the partition functions are given. In Sec. 
8, the connection between internal and external 
multiplicity structures is discussed. In Sec. 9, the 
conclusions are given. Many of the properties of the 
classical groups (structure of positive and primitive 
roots and so on) are contained in many places. We 
have taken them from the papers of Dynkin.8 

2. KOSTANT'S FORMULA 

The inner multiplicity Mm(m') of a weight m 
belonging to the irreducible representation D(m) of 
highest weight m is given by Kostant's formula,4 
which is 

Mm(m') = I bsP[S(m + Ro) - (m' + Ro)), (2.1) 
SEW 

where W is the Weyl group and Ro is half the sum of 
positive roots. bs = ± 1 according as whether the 
reflection is even or odd, respectively. P(M) is the 
partition function for the weight M. This is the num­
ber of ways the weight M can be written as a sum 
over all the positive roots 

n 

M = ~ai({Ji' 
i=1 

(2.2) 

with different nonnegative integers ai . On the other 
hand, Antoine and Speiser9 have shown that the vector 

SCm + Ro) - (m' + Ro) 

8 E. B. Dynkin, Am. Math. Soc. Transl. (2) 6, 353 (1957). 
• J. P. Antoine and D. Speiser, J. Math. Phys. 5, 1226 1560 

(1964). ' 
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can be expressed for a fixed SEW uniquely in terms 
of the primitive roots as 

z 
SCm + Ro) - (m' + Ro) = ! kiBi , (2.3) 

i=l 

/ being the rank of the group. From (2.2) and (2.3), 
it is clear that P(M) is the number of ways we can 
write 

Z n 

! kiBi = L allljJll' ki ~ 0, all ~ 0, (2.4) 
i=l 1l=1 

where ki and all are integers for given ki • It can be 
shown that P(k1' ... , k z) is the multiplicity M(y) of 
a vector y of I/Ll (Ref. 9), where the I/Ll is related to 
the character by Weyl's formula 

Xm(~) = [x(m + Ro)]/Ll, 

(2.5) 

x(m + Ro) is the alternating elementary sum, such 
that 

x(m + Ro) = ! bs exp i[S(m + Ro), n (2.6) 
SeW 

and (S(m + Ro), ~] denotes the Cartan-Killing form 
of the scalar product where the ,~ are the coordinates 
of the toroid (the group parameter.s). Hence (2.1) can 

be written as 

Mm(m') = L bsM(kf, k~, ... , k~). 
SeW 

If we can calculate the partition function M(kf, ... , 
kf), then Mm(m') can be computed in principle. In 
the following few sections, we explicitly calculate 
M(kf, ... , kf) for the various classical groups. 

3. Az (-- SU(l + 1» 
The roots of this algebra are given by ei - ei , i, 

j = 1, ... , (/ + 1). The e; form an orthogonal basis 
in (l + I)-dimensional space in which the roots and 
weights are defined. There are 1(1 + 1) roots. The 
tl(l + 1) positive roots are then obtained as e; - ei 

(i <j). The primitive (simple) roots in this case are 
B; = ei - ei+1, i = 1, 2, ... , I. Equation (2.4) then 
can be written as 

K; = C'llall' 

i = 1, ... , /, (3.1) 

f-/, = 1, ... , M(l + 1), 

where C is the (tl(l + 1) x I]-dimensional rectangular 
matrix 

-+ fl = 1, ... , flU + 1) 

0 0 1 0 

0 1 0 I 

0 0 0 0 I 

i 0 0 0 0 0 
-. 0 0 0 0 0 

Cill = : . -
0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 

It can easily be seen that only for the case of / = 1, 
the matrix C is a nonsingular square matrix (a number) 
so that there is a unique solution, i.e., M(k1) = 1. 
However, in general, C is a rectangular matrix and so, 
given the vector k and the matrix C, the number of 
a's is trivially infinite, and it is only because we have 
the restriction that the elements of the matrix Care 
nonnegative integers that the very question of the num­
ber of solutions (number of a's, the components of the 
vector a are again nonnegative integers) makes a 
meaning after all. We recognize that the number of 
solutions of Eq. (2.4) is given by the coefficient of 

0 1 0 0 I 

0 1 1 0 1 

0 1 1 0 

0 0 0 

0 0 0 0 
(3.2) 

0 0 0 

0 0 

0 0 1 

X~lX~2 ••• X~! of the generating functions. To solve 
the Diophantine equations (3.1) (actually, we mean 
finding the number of solutions for given k and C), 
we now use the method of generating functions. 7 Let 
j(x1 , ••• , xz) be the generating function, defined by 

!ZCI+l) 1 
fz(x1 , .•. , Xl) = II 0 ' (3.3') 

i=l (1 - XfliXf2i· .. x, Ii) 

where Xl"'" Xl are chosen arbitrary parameters 
with modulus less than one. M(k1 ,· •• , k l ) is now 
given by the coefficient of X~lX~2 ••• X~l in Iz(x1 , ••• , 

xz). This can be checked by actually expanding Iz 
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in power series. Since the matrix C is known, we can 
write the following important relation: 

fz(x1 , •.• , XI) 

= [n (1 - . IT x j )]-fl-l(X1"·,, X/-l)' (3.4) 
.=1 ,=/-.+1 

Now, we can expand (3.4) in power series. M(k1 , ••• , 

k l ) is the coefficient of X~1X~2'" X~I in (3.4). If 
M(k1 , ••• , k l_ 1) is the coefficient of X~1X~2 ••• X~~l' 
inlt_I(xl ,'" , XI-I), then it is easily seen that 

<XJ 00 <XJ 

= L "'1 L M(ki - '1; k2 - '1 - '2; ... ; 
r,_1=0 '2=0 '1=0 

with 

and 

so that 

k/-l - '1 - '2 - ... - '1-1) (3.5) 

o ~ '1 ~ k1 ; 0 ~ '1 + '2 ~ k 2 ; ••• ; 

o ~ '1 + '2 + ... + '1-1 ~ k l - 1 , 

Os '1 +'2 + ... + '1-1 ~ min (k l , kl_l)· 

Define a new set of variables as follows: 

il = '1; i2 = '1 + '2; ... ; 

iZ-l = '1 + '2 + ... + 'Z-I; (3.6) 
then 

min (k,-lok,) kl-2 k. k1 

M(k1 , .. ·, k z) = L L· .. 1 L 
il-l=iz_2 i,-Z=iz-3 i2=il i 1=O 

X M(kl - i1 ; k2 - i2; ... ; kZ-l - i Z- 1)' (3.7) 

Equation (3.7) is exactly the recursion relation we 
want, since it facilitates the computation of the parti-

tion function for any Az (/ arbitrary) in terms of the 
simple partition function for A 2 , viz., 

min(k,.k.) 

M(k1 , k 2) = L 1 
o 

= 1 + min (k1 , k2), (3.8) 

which has been obtained earlier.lO The weight space is 
again (l + I)-dimensional with the condition on the 
components of a weight m that 

1+1 
1m; = O. 
i=1 

Using Weyl's theorems, it can be proved that the 
components are (integer)J(/ + 1). The Weyl group in 
this case permutes the components of m and is of 
order (l + I)! The dominant weights satisfy 

HI 

m1 ~ m2 ~ ... ~ mZ+1' 1 mi = O. (3.9) 
i=1 

These properties of the dominant weight are used in 
picking up the nonvanishing contributions to Mm(m'). 

4. Bz (--- 02Z+1) 

The roots of this algebra are ±(ei ± ej ), ±ei 
(i = 1, ... , I). There are 2/2 of them. The 12 positive 
roots may be obtained as ei - e j , ei + ej , and 
ei (i <j). The simple roots in this case are given by 
Bi- 1 = ei-1 - ei , Bz = ez. Equation (2.4) then takes 
the form 

Ki = Ci".a"., 

i=I,· .. ·,I, 
p, = 1, ... , /2, 

(4.1) 

where C is the (12 x I)-dimensional rectangular 
matrix 

-*p,=I,···,/2 

o 0 o o 
o 
o -

C. = : .,.. ~ 

-' 

The generating function in this case is 

2 

2 2 

I' 1 
ff'(x!> ... , XI) = II 0 . 0 0 (4.3) 

i=1 (1 - Xl hX2 2t ••• X z Ii) 

It can be easily checked that, unlike the case of AI, 

2 

2 

2 

2 2 

2 2 2 

2 

2 

2 

2 

(4.2) 

o 

2 

there is no simple recursion relation betweenffl and 
F{!..'1 1. However, the following very interesting rela­
tion can be obtained, which of course is obvious from 

10 B. Gruber and T. S. Santhanam. Nuovo Cimento 4SA. 1046 
(1966). 



                                                                                                                                    

GENERATING FUNCTIONS OF CLASSICAL GROUPS 1707 

the structure of the C matrix, Eq. (4.2): 

BI f11(Xl' ... , x!) 
f I (Xl' ... , XI) = ! I-i I'! 

1] Po (1 - KIT_lXKI!;Xr) 
(4.4) 

It is, therefore, clear that for large values of 1 the 
recursion relation, Eq. (4.4), is not simple. For 1 = 2, 
Eq. (4.4) reads as 

f B.(x x) = ff·(x l , x2) (4.5) 
2 1, 2 (1 2) , 

- X l X2 

so that the recursion relation for M is 

MB2(kl' k2) = ! MA'(kl - i; k2 - 2i), (4.6) 
i 

which is the relation obtained by Gruber and Zaccaria 
earlier.H 

The weight space is I-dimensional and the com­
ponents may be integers or half-integers. The Weyl 

group in this case consists of all possible permutations 
of the components of m together with all possible 
changes of sign and is therefore of order 211!' The 
dominant weights satisfy 

ml ~ m2 ~ ... ~ ml ~ O. (4.7) 

5. C, (,..., Sp(21» 

The roots of this algebra are ±(e, ± e;), ±2ei 

(i = I, ... ,I). It should be stressed that the factor 2 
in the second class of roots is very important and 
makes this algebra different from B!. There are 212 
roots. The [2 positive roots are given by ei - ef , 

ei + ef , 2ei (i <j). The simple roots in this case are 
Bi - l = ei -1 - ei (i = 1, ... ,I), BI = 2e l o Equation 
(2.4) is then 

Ki = CiJloall , 

i = 1, .0. ,I, (5.1) 

ft=I,"',/2, 

where C is the (/2 X I)-dimensional rectangular matrix 

--+ft = 1,000,/2 

1 

~ 1 
...... 1 

O.AI 

C. = on +----+ III _ 
11(1+1) 

II 
'- 1 2 

2 2 

1 

The generating function is of the same type of 
Ifh(Xl' 0 0 0 ,XI)' but the elements of C are different 
in view of Eq. (5.2). Again in this case, there is no 
simple recursion relation between If I and If!.l'. 
However, the following relation can be easily verified: 

Ol( ) f11(X1' ... , XI) 
II Xl"'" XI = I I-i ! !-l . (5.3) 

nn (1-1!XKJI/r) 

For the special case of 1 = 2, the above relation 
reads as 

f O'(x x) = ff'(x1 , x2) (5.4) 
2 1, 2 (1 2) , 

- X 1X 2 

so that the same relation (4.6) is derived with kl +--+ k2 
as 

MO'(kl , k2) = ! M(kl - 2i; k2 - i). (5.5) 
i 

11 B. Gruber and F. Zaccaria, Nuovo Cimento Suppl. 5, 914 
(1967). 

2 0 0 0 

2 2 0 

2 2 0 

(5.2) 

2 1 2 0 

2 2 2 2 

1 1 

This is not surprising because of the known iso­
morphism between C2 and B2 • 

The weight space is again I-dimensional and the 
components of the weight are integers. The Weyl 
group is the same as that for BI and is of order 
2!lJ· This consists of all the permutations of the 
components of the weight and all changes in sign. 
The dominant weight satisfies 

ml ~ m2 ~ ••• ~ m l ~ O. (5.6) 

6. D! ( ,..., 0(21)) 

The roots are given by ±(ei ± e;), i,j = 1,000, I, 
and there are 2(/2 - /) of them. The /(1 - 1) positive 
roots are then ei + e j and ei - ei (i <j). The simple 
roots are Bi - l = ei- l - e i and B, = e l _ l + elo Equa­
tion (2.4) is then 

K. = Cillall , 

i = 1, .. 0, I, (6.1) 
ft = 1, ... , /(1 - 1), 
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where C is the [1(1- 1) x I)-dimensional rectangular matrix 

-4- ft = 1, ... , 1(/ - 1) 

1 0 0 1 1 1 0 0 0 

1 0 1 2 1 0 

.j, 1 1 0 1 1 2 2 0 - OA/ 
~ 

C· = . +~ (6.2) 'I' • iHI+l)-l 

~ ..... 1 1 0 1 2 2 1 2 1 

" 1 1 2 2 2 2 2 2 

0 0 0 1 1 1 

1 1 1 

where CA ,' denotes the matrix CA, with the column (0, 0, ... ,0, 1, 1) missing. In this case also, there is the 
following recursion relation: 

D, it '(Xl , ... , xl)[l - XI_lXa. 

/, (x" .. ·, xJ - ['-' ( ,-, ) r"-'-' ( , ,-, ). (6.3) 

I!2 1 -J!Kx"x1 !l110 1 -J~tX8t=I_I]_2-rXt ] 

For I = 2, the above relation gives 

ff2(X I , x2) = rt2(xl , xJ(1 - XlX2) 

= [(1 - xl)(1 - x2)rt, (6.4) 

and so M(kl' k2) = 1 for all kl' k 2 • This, of course, 
is a known result. For I = 3, this yields 

f DS( ) _ f13
(XI, X2' xs)(l - X2XS) (6.5) 

s Xl , x 2 ,xs - (1 ) , 
- xIXs 

so that 

M(kl , k2' ks) 
min (kl,ka) 

= .2 MAS(kl - i; k2 ; ks - i) 
;=0 

min (kl,ks-ll 

L MAS(kl - i; k2 - 1; ks - i-I). 
i=O 

(6.6) 

The weight space is I-dimensional. The components 
of the weight must be integers or half-integers. The 
Weyl group in this case consists of all permutations 
of the components of the weight (corresponding to 
the reflection perpendicular to the roots ei - e j ) and 
all changes of sign in pairs (corresponding to the 
reflection perpendicular to the roots e; + e j ) and is 
of order 2H/!. 

The condition for a weight to be dominant is 

m l ~ m2 ~ ••• Z m l_ 1 ~ Imll. 

7. G2 

The roots for this exceptional group are ±(ei - ej), 
±e;, i,j = 1,2,3; es = "-(el + e2). The six posi­
tive roots are (el - e2), (el - es), (e2 - es), el , e2, 

and -es = (el + e2). The simple roots are BI = 
el - e2 and B2 = e2• Equation (2.4) then becomes 

K; = Cil'al" 

i = 1,2, 

ft = 1, 2, ... , 6, 

where the (6 X 2) rectangular matrix Cis 

ft=I,"',6 

~ (1 0 1 1 1 2). 
Cil' = ~ 0 1 1 2 3 3 

'-
The generating function is then 

fGz(XI' x2) 

= (1 - xl)-I(1 - x2)-l(1 - XIX2)-1 

x (1 - XIX~)-l(1 - XlX:rl(1 - x~x:)-l, 

(7.1) 

(7.2) 

(7.3) 

and so one immediately sees the following relations: 

f
GS( ) _ ft"(x l , X2) 

Xl' X2 - 2 S 2 s 
(1 - xlx2)(1 - xl x2)(1 - XIX2) 

_ ff-(xl , X2) 

- (1 - xlx;)(l - x~x~) . 
(7.4) 

It follows, therefore,1l·12 that 

MGI(kl , k2) 

= L MA'(kl - i - j - 2k; k2 - 2i - 3j - 3k). 
i,1,k (7.5) 

12 D. Radhakrishnan and T. S. Santhanam, J. Math. Phys. 8, 
2206 (1967). 
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The above sum has been explicitly carried out in 
Ref. 12 for various inequalities of kl and k 2 • From 
(7.4) it also follows that 

SiGa(kl' kJ 
= I SiBZ(kl - i - 2j; k2 - 3i - 3j). (7.6) 

i,i 

The weight space in this case is again three-dimen­
sional like A2 with the components of a weight 
satisfying 

ml + m2 + ma = O. 

The components of the weights are integers. The 
Weyl group is of order 12 and consists of the six 
permutations of (ml' m2' ma) corresponding to the 
reflection perpendicular to the roots (el - e2), 
(e2 - ea), (el - ea), and six permutations with a total 
change in sign corresponding to the roots ei • The 
dominant weight satisfies 

ml ~ m2 ~ ma; ml ~ 0, m2 ~ 0, ma ~ O. (7.7) 

8. EXTERNAL MULTIPLICITY 

In the case of rotation groups in three dimensions, 
an IR is characterized by the eigenvalue j of the 
single Casimir operator J2, which is integral or half­
integral. One is then familiar with the CG series 

I it-i. I 
Dit (8) Di2 = I (8) Di , (8.1) 

i=i1+12 

where Di denotes an IR with the highest weight j. If 
jl > j2 (in which case we say that the representation 
Di1 dominates Dia), the right-hand side of (8.1) can 
be interpreted as those IR's whose highest weights 
are obtained by adding to the highest weight of the 
dominant IR, i.e., Di1, all the weights of the IR D12 
(fromj2 to -j2)' This is the main constant of Bieden­
harn's theorem. 2 The condition for one IR to dominate 
another IR have been worked out. l The general idea 
follows from the two equivalent formulas for the 
character 

Xm(~) = I MmCm') exp i(m', ~), (8.2) 
m'eD(m) 

where the Xm(~) is the character of an IR with the 
highest weight m and ~ are the group parameters. 
The other formula is 

Xm(~) = x(m + Ro) , (8.3) 
x(Ro) 

where 

x(m + Ro) = I bs exp i[S(m + Ro), n 
Sew 

Suppose that we are interested in the product of IR's 

D(AI) and D(A2) with Al and A2 as their highest 
weights, respectively. Then 

I tls exp i[S(AI + Ro), ~] 
(A) (A) _ -:;:.:Se::!.!w ___ ~~ __ 

X I X 2 - I bs exp i[S(Ro), ~] 
Sew 

X I MA2(m') exp i(m', ~), (8.4) 
m'eD(Aa) 

where we have used Eq. (8.2) for X(A2) and (8.3) for 
X(AI)' Equation (8.4) can now be regrouped to be 
written as 

X(AI)X(A2) 

I bsMA2(m') exp i[S(AI + m' + Ro), ;] 
SeW = ~m~'e~D~(A~a~) ________________________ ___ 

(8.5) 
where we have used the property 

S(P) + seQ) = S(P + Q). (8.6) 

Equation (8.5) can now be interpreted as follows. 
In the product D(AI) (8) D(A2), where D(AI) domi­
nates D(A2), only those IR's with the highest weight 
(AI + m'), m' E D(A2), occur in the reduction. These 
IR's occur with the multiplicity MAa(m'), i.e., multi­
plicity of the weight m' in the IR with highest weight 
A2 • The condition of dominance of one IR over the 
other is needed to make the (AI + m') dominant. 
These have been the more general formulas of Racah . 
and Speiser3 which do not involve the condition that 
one IR dominate the other. For our purpose, Eq. 
(8.5) is quite sufficient. Thus, we realize that the 
external multiplicity is very closely related to the 
internal multiplicity structure. 

9. CONCLUSION 

We have constructed generating functions for the 
various classical groups. A!, B!, C!, D!, and G2 • 

These are then used to set up recursion relations for 
the partition function which enter Kostant's formula 
for the inner multiplicity structure. The essential idea 
of the whole analysis is the realization that the number 
of solutions of the matrix equation K = Ca (for 
given k and c), where the matrix C is in general a 
rectangular matrix with nonnegative-integer coeffi­
cients and the components of the vectors k and a 
are again nonnegative integers, is given by the 
coefficient of X~l ••• X~! of the generating function. 
In many cases, the explicit evaluation of the number 
of solutions is not possible, and so we have set up 
recursion relations. While in the case of AI the 
recursion relation is between the partition functions 
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of A, and A'_l' in the cases of B" C" and D, the 
recursion relations for their functions are among 
these and of A,. For G(2) , there are two recursion 
relations, one with A2 and the other with B2 • We have 
also discussed the connection between the internal 
and external multiplicity structures. 

ACKNOWLEDGMENTS 

It is a pleasure to thank Professor Alladi Rama­
krishnan for encouragement and very useful discus­
sions on the matrix problem discussed in the text. 
The various fruitful discussions with the academic 
group of the Institute are gratefully acknowledged. 

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 10, NU1v,[BER 9 SEPTEMBER 1969 

Representation Theory of SP(4) and SO(5)* 

WAYNE J. HOLMAN, III 
Center for Theoretical Studies, University of Miami, Coral Gables, Florida 

(Received 3 May 1968) 

The basis states for all the irreducible unitary representations of Sp(4) are constructed by means of a 
calculus of boson operators. The Gel'fand states are explicitly expanded in terms of their constituent 
Weyl patterns. In terms of these states the matrix elements of finite rotations in five dimensions are 
obtained. 

1. INTRODUCTION 

The locally isomorphic groups Sp(4) and SO(5) 
have become of interest in physics from the two 
different standpoints of collective excitations of 
nuclei and space-time symmetries. The collective 
states of certain even-even nuclei have been repre­
sented by means of a five-dimensional isotropic 
harmonic oscillator which describes the quadrupole 
vibrations of the nuclear surface about a spherical 
equilibrium shape.1- 5 The predictions of this model 
have not all been observed to hold in actual nuclei, 
but it has, none the less, proved to be a convenient 
starting point for the description of that coupling of 
collective modes to the giant dipole oscillations which 
results in the splitting of the giant dipole resonance.6•7 

For the five-dimensional oscillator, which has the 
symmetry group SU(5), only the totally symmetric 

• This work was supported by National Aeronautics and Space 
Administration Contract No. NASA NGR 10-007-010 and by Air 
Force Office of Scientific Research Contract No. AF AFOSR 
1268-67. 
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Selskab, Met.-Fys. Medd. 27, No. 16 (1953). 

• D. C. Choudhuri. Kg!. Danske Videnskab. Selskab. Met.-Fys. 
Medd.28, No.4 (1954). 

3 K. W. Ford and C. A. Levinson, ·Phys. Rev. 100, I (1955). 
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7 M. G. Huber, H. J. Weber, and W. Greiner (to be published). 

irreducible representations of SU(5) occur, and these 
may be considered to be fully reduced with respect to 
the SO(5) subgroup. 

In addition, Flowers8 has achieved a classification of 
shell-model states and the group-theoretical definition 
of "seniority" in j-j coupling in terms of the symplectic 
group in 4j + 2 dimensions. Helmers9 subsequently 
studied the relation between these classifications for 
various nucleon numbers and found that it was 
governed by a different symplectic group, the trans­
formations of which change the nucleon number. He 
found that the ten invariants, bilinear in the fermion 
operators, which commute with the operators of the 
symplectic group in 4j + 2 dimensions, form the 
infinitesimal operators which generate a group with 
the structure of SO(5) ~ Sp(4). 

This group is also of interest from the standpoint 
of space-time symmetries. The irreducible unitary 
representation functions of SO(5) can be continued 
analytically to those of the de Sitter groups SO(4, 1) 
and SO(3,2), whose contraction in the sense of 
Wigner and In6nii to the representations of the 
Poincare group have been discussed by a number of 
authors,lO.n especially by Str6m,lO who has obtained 

8 B. H. Flowers, Proc. Roy. Soc. (London) A212, 248 (1952). 
• K. Helmers, Nuc!. Phys. 23, 594 (1961). 

10 S. Strom, Arkiv Fysik 30, 455 (1965). 
11 N. T. Evans, J. Math. Phys. 8, 170 (1967). 
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of A, and A'_l' in the cases of B" C" and D, the 
recursion relations for their functions are among 
these and of A,. For G(2) , there are two recursion 
relations, one with A2 and the other with B2 • We have 
also discussed the connection between the internal 
and external multiplicity structures. 
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group in 4j + 2 dimensions. Helmers9 subsequently 
studied the relation between these classifications for 
various nucleon numbers and found that it was 
governed by a different symplectic group, the trans­
formations of which change the nucleon number. He 
found that the ten invariants, bilinear in the fermion 
operators, which commute with the operators of the 
symplectic group in 4j + 2 dimensions, form the 
infinitesimal operators which generate a group with 
the structure of SO(5) ~ Sp(4). 

This group is also of interest from the standpoint 
of space-time symmetries. The irreducible unitary 
representation functions of SO(5) can be continued 
analytically to those of the de Sitter groups SO(4, 1) 
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the contraction of the basis states of the SO(4, 1) 
representations to those of the Poincare group, the 
latter being reduced in a helicity angular-momentum 
basis. The representations of the group in this basis 
have been discussed by Lomont and Moses,12·13 who 
did not obtain them in global form. 

From the purely mathematical standpoint, the 
representation theory of Sp(4) and SO(5) is interesting 
because it is the classical group of lowest parameter 
which exhibits the peculiar structural ptoperties of 
the symplectic and orthogonal groups as they differ 
from those of the unitary groups. The classification 
program of the irreducible representations of the 
latter groups is based on the facts that (1) all irre­
ducible representations of U(n) can be projected out 
of tensor products of the defining n-dimensional 
representation; and (2) the transformation of the 
carrier space Ai A • ... Ai = D, where each A denotes 

1 "2 l' 

an n-dimensional vector space, by the tensor product 
of p of the defining representations commutes with all 
of the permutations of the p indices i l , ••. , i'J)' i.e., 
with the elements of the symmetric group S(p) 
operating on those indices. IUS Each of the irreducible 
representations of S(p) is described by its Young 
symmetry pattern, defined by the partitions of p, and 
each pattern denotes uniquely an irreducible subspace 
of D. The Young symmetrizer, then, which projects 
the direct product space into the invariant subspace 
defined by the Young symmetry pattern, commutes 
with the tensor product of p of the defining representa­
tions of U(n), and so reduces this tensor product into 
irreducible representations. 

For the orthogonal groups the operation of taking 
the trace of any two indices of the carrier space also 
commutes with its transformation by the tensor 
product of p of the defining representations. This 
fact has the consequence that the carrier space of the 
representations of O(n) is just the space of all trace­
less tensors, i.e., of those tensors each of whose traces 
is zero. It has the further consequence that irreducible 
representations of the orthogonal groups have only 
those Young patterns which have a total number of 
nodes in the first two columns less than or equal to n. 

For the symplectic groups Sp(n) the operation of 
taking the symplectic trace on any two indices of the 
carrier space commutes with transformation by the 
tensor product of defining representations; we have 
from this fact the consequence that the carrier space 

,. J. S. Lomont and H. E. Moses, J. Math. Phys. 5, 294 (1964). 
,. J. S. Lomont and H. E. Moses, J. Math. Phys. 5, 1438 (1964). 
,. H. Weyl, Classical Groups (Princeton University Press, Prince-

ton, N.J., 1946). 
16 M. Hamermesh, Group Theory (Addison-Wesley Pub!. Co., 

Inc., Reading, Mass., 1962). 

of the irreducible representations is the subspace 
of D, all of whose symplectic traces are zero, and 
ultimately that the irreducible representations of 
Sp(n) have Young diagrams with no more than in 
rows. 

The consequences of these additional algebraic 
conditions on the carrier space of the representations 
for the structure of the representations themselves 
are not explicit in the case of symplectic or orthogonal 
groups of order less than Sp(4)"""" SO(5), since 
Sp(2)"""" SO(3)"""" SU(2) and SO(4)"""" SU(2) @ SU(2). 
The representation theory of the unitary groups has 
been extensively studied in terms of that of the sym­
metric groups. This method was initiated by WeyP4 
and extended by Schwinger,16 Bargmann,17 Fried­
richs,1s Moshinsky,19·20 and Baird and Biedenharn,21 
who noted that the p vectors of the carrier space D 
may be mapped onto the boson creation operators 
A: ~ af, where the superscript j takes on values from 
I to p and the subscript i, from I to n. The boson 
operators obey the commutation rules [ei:, an = 
?Jw?Jjj' , with all other commutators equal to zero; 
here ii denotes the destruction operator, the Hermitian 
conjugate of a. As usual (01 ai = ei; 10) = O. When 
we apply the Young symmetrizer to D and project out 
a particular symmetry type, then symmetrization is 
not necessary because of the boson nature of the a:. 
A particular state of an irreducible representation then 
becomes the product of boson operators at and the 
anti symmetrized combinations 

ai, i""ik = I €(ili2'" ik)a~,a~.··· at. (1.1) 
perm 

A "state in the Weyl basis" is then given by such a 
product, in which each antisymmetrized product of 
the form (1.1), with k 22, represents a column of the 
Young pattern with k nodes, and the bosons a~ 

represent columns which consist of only a single node. 
These states of the Weyl basis are not mutually 
orthogonal. The mutually orthonormal states of the 
Gel'fand basis, however, can be expanded in terms of 
states of the Weyl basis, and these expansions have 
been studied extensively for the unitary groups by 
Baird and Biedenharn,21 and by Ciftan.22.23 -For 

16 J. Schwinger, "On Angular Momentum," in Quantum Theory 
of Angular Momentum, L. C. Biedenharn and H. Van Dam, Eds. 
(Academic Press Inc., New York, 1965). 

17 V. Bargmann, Commun. Pure App!. Math. 14, 198 (1961). 
IS K. O. Friedrichs, Mathematical Aspects of the Quantum Theory 

of Fields (Interscience Publishers, Inc., New York, 1953). 
19 M. Moshinsky, Nue!. Phys. 31, 384 (1962). 
'0 M. Moshinsky, Rev. Mod. Phys. 34, 813 (1962). 
21 G. Baird and L. C. Biedenharn, J. Math. Phys. 4, 1449 (1963). 
'2 M. Ciftan, thesis, Duke University, Durham, N.C., 1967 

(unpublished). 
.. M. Ciftan, J. Math. Phys. 10, 1639 (1969). 
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U(2) the states of the Gel'fand basis are given by 

while for U(3) we have 

and we shall henceforth abbreviate a! = ai • The 
constants .A(, -i are constants of normalization which 
can be calculated by combinatorial methods. The ex­
pression of the expansion (1.3) in terms of a hyperge­
ometric function is not just a convenient symbolism, 
as we frequently need the Kummer transformations 
and the contiguity relations of the 2F1 functions, 
e.g., in the expressions for the matrix elements of the 
generators, etc. The corresponding expansions for 
higher unitary groups have been studied by Ciftan 
from the standpoint of combinatorial theory; he has 
discovered a general procedure for the derivation of 
the boson expansion for all of the U(n) groups and has 
written it down explicitly for U(4). The functions 
involved are generalizations of the hypergeometric 
series, but unfortunately they are neither Lauricella 
nor Appell series nor, in fact, any of the generaliza­
tions which have yet been studied. They are products 
of the constituents of hypergeometric functions on 
several variables, each such function being a Radon 
transform of linear forms. The totality of the expres­
sion of U(4) states is then a "contracted" or "folded" 
form over the constituents of such transforms. 

In the present work we shall study the extension of 
the method of the boson calculus to Sp(4), which is 
the spinor covering group of SO(5). This group has 
been studied by Hecht,24 and more recently by 
Kemmer, Pursey, and Williams,25.26 and by Sharp and 
Pieper27; it is the lowest of the symplectic or orthog­
onal groups which exhibits their algebraic peculiarities. 
It is hoped that the methods employed here may even­
tually be extended to all the symplectic and orthogonal 
groups. In Sec. 2 we study the restriction of the boson 
operators of SU(4) to the representation space of 
Sp(4), and we use the lowering operators of the 
group derived by Hecht in order to find the expression 

•• K. T. Hecht, Nucl. Phys. 63,177 (1965). 
25 N. Kemmer, D. L. Pursey, and S. A. Williams, J. Math. Phys. 

9, 1224 (1968). 
•• s. A. Williams and D. L. Pursey, J. Math. Phys. 9,1230 (1968). 
27 R. T. Sharp and S. C. Pieper, J. Math. Phys. 9, 663 (1968). 

(1.2) 

for a general state of an Sp(4) representation in terms 
of the boson operators. Alternative forms of this 
expression are given. In Sec. 3 we use the basis states 
so constructed in order to derive the matrix elements 
of a finite rotation in five dimensions. It is found that 
these matrix elements can be expressed simply in terms 
of the representation functions and 9-j coefficients 
of SU(2) by means of an interesting application of the 
Regge symmetries of the SU(2) Wigner coefficients.28 

The second contribution of this paper, then, is this 
construction of all the irreducible unitary representa­
tion functions of SO(5). The corresponding functions 
for SO(4) have been studied by Dolginov29 and by 
Biedenharn.30 Those of SO(3, 1) have been treated by 
a number of authors,31-36 but for the compact and 
noncompact rotation groups in more than four 
dimensions only the functions of the most degenerate 
series have been obtained, at least to the best of the 
present author's knowledge.37- 4o 

2. BASIS STATES FOR IRREDUCmLE UNITARY 
REPRESENTATIONS OF SP(4) 

The Lie algebra of Sp(4) and SO(5), and the states 
of their irreducible representations have been studied 
by Hecht,24 who has also constructed the general 

28 T. Regge, Nuovo Cimento 10, 544 (1958). 
29 A. Z. Doiginov, Soviet Phys.-JETP 3, 589 (1956). 
30 L. C. Biedenharn, J. Math. Phys. 2, 433 (1961). 
31 A. Z. Doiginov and I. N. Toptygin, Zh. Eksp. Teor. Fiz.3S, 794 

(1958) [SOy. Phys.-JETP 8,550 (1959)]. 
32 A. Z. Doiginov and A. N. Moskalev, SOy. Phys.-JETP 10, 

1202 (19.60). 
33 L. D. Eskin, Izv. Vysshikh Ucheb. Zavedeni Mat. 6, (25), 

179 (1961). 
3. S. Strom, Arkiv Fysik 29, :467 (1965). 
35 Dao Wang Duc and Nguyen Van Hieu, Ann. Inst. Henri 

Poincare 6, 17 (1967). 
3. I. A. Verdiev and L. A. Dadashev, Institute of Theoretical and 

Experimental Physics, Preprint No. 476, 1966. 
37 J. Niederle and R. R'lczka, ICTP Preprint IC/65/89, Trieste, 

1965. 
38 R. R'lczka, N. Limic, and J. Niederle, J. Math. Phys. 7, 1861 

(1966) . 
39 N. Limic, J. Niederle, and R. R'lczka, J. Math. Phys. 7, 2026 

(1966). 
40 N. Limic, J. Niederle, and R. R'lczka, J. Math. Phys. 8, 1079 

(1967). 
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TABLE I. The 10 generators of the Lie algebra. 

!eL12 + L 3.) HEll - E 22 ) 

E12 
E21 

HE 3s - Eu} 
-E34 

H(L 23 + L 14 ) + i(L3l + L 24)] 

H(L I3 + L 14) - i(L3l + L 24)] 

teL12 - L 3.) 

-E43 
H(L 23 - L 14) + i(L31 - L •• )] 
H(L2s - L 14) - i(L31 - L •• )] 

vt(Ea + E32 ) 

vt(E'l + E23) 

vt(E13 - E(2 ) 

vt(E31 - E2.) 

vt(L •• + iLlS) 

Vt(L •• - iLl.) 
vt(L •• + iL53) 

Vt(L •• - iL53) 

lowering operators for the group. The Lie algebra is 
spanned by 10 elements which are given in Table I 
[reproduced from Ref. 24], both in terms of the 
Weyl generators Eii of the SU(4) group, and in terms 
of the generators 

.( 0 0 ) Lii = -/ Xi OX
i 

- Xi oX
i 

of rotations in the (ij) plane. The generators which are 
beside each other in the two columns are isomorphic. 
The Weyl generators have the commutation relations 
[E E] - £. O'k - Ek .0 1 and are mapped onto the ii' kl - ,I I 1 , 

boson operators 

(2.1) 

The ten generators of Sp(4) , then, can be expressed as 
certain linear combinations of the sixteen generators 
of SU(4). Since the irreducible representations of 
Sp(4) correspond to Young diagrams of no more than 
two rows, we have it that we need use only the 
"single" boson operators ai' lSi S 4, and the 
"double" bosons aik , I S j, k S 4, where 

1 2 1 2 
ail< = ajak - aka j • (2.2) 

In order to find which of these bosons actually occurs 
we must impose upon the carrier space B of the repre­
sentation the condition that the symplectic trace 
vanish. A transformation of the group specified by the 
tensor product of two of the defining representations 
is given by 

A(I)'A(2)' = S~lSi2A~l)A~2) 
it i. 11 i. '1 •• ' (2.3) 

and we must. project out of the product Al~) Al;) the 
subspace which has the symplectic trace equal to 
zero. Now the symplectic trace of Ag) A::) is given by 
£ .. A~1)A(2) where 

'1'2 '1 '2' 

"'" -(~ 
-1 0 

o 0 

o 0 

o 1 

(2.4) 

Hence, the traceless part of Al~) A!:) is given by 

Ag) A:;) - t£ili.[£it;2A~~)A~:)] == Bi~~~' (2.5) 

We now apply the Young symmetrizer to B:~l.; taking 
the antisymmetric part of Bi~12 and mapping onto the 
boson operators, we find that the admissible "double" 
bosons in our calculus are 

= iCa12 - a34) == tb, 

a~~) = t(a 34 - a12) = -tb, 

a~~) = a13, 

a~~) = a14' 

a~~) = a23, 

a~~) = a24' 

(2.6) 

Hence, our boson calculus for the representations of 
Sp(4) consists only of the bosons and their linear 
combinations given in (2.6) as well as the "single" 
bosons a1' a2, a3' a4' It may easily be verified that the 
bosons (2.6) are closed under commutation with the 
generators given in Table I. 

The irreducible unitary representations of Sp(4) are 
uniquely labeled by the maximal weights, i.e., the 
eigenvalues of the two diagonal generators HEn - E22) 
and HE33 - E(4); we shall denote these two maximal 
weights as 1m and Am' respectively, in accordance 
with Hecht's notation. We shall further suppose that 
the representation space of the irreducible unitary 
representation (J m' Am) is reduced by the representa­
tions of the subgroup SU(2) ® SU(2), where the two 
SU(2) subgroups have the generators iCEll - E22), 
E12 , E21 , andHE33 - E(4 ), -E3h -E43 , respectively, 
and their representations are labeled by the angular 
momentum states (J, M J ) and (A, M A). The magnetic 
quantum numbers MAMA] are eigenvalues of 
HEn - E22)[t(E33 - E(4»), and their maximal values 
in the irreducible representation M J = 1m [MA = Am] 
occur with unit multiplicity. Hence a state of the 
irreducible representation (J m' Am) is given by 11m, 
Am;J, A; M J , Ml\.)' 

The state IJm, Am; Jm, Am; Jm, Am) of maximal 
weight corresponds to the Weyl pattern in which the 
boxes of the Young frame are filled with ones in the 
top' row and threes in the bottom row, as is evident 
from the diagonal generators. Hence in terms of our 
boson calculus the state of maximal weight is given by 
(a13)2Ama~A 10), where 2A = 2J m - 2Am. With the 
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o. __ IJm• Am;J, A;J, A) normalizing factor we have it that 

Imax) = IJm,Am; Jm,Am; Jm,Am) 
= c' IJm' Am;J - t, A - t;J - t, A - t), (2.9b) 

(2.10) 
- [ (2~ + 1) J! a2Ama24 10) (2.7) 
- (2Jm + 1)! (2Am)! 13 1 • 

Hecht has found the operators which, when operating 
on a state maximal in the SU(2) ® SU(2) subgroup, 
i.e., a state IJm' Am; J, A; J, A), change J and A by 
t. These operators are 

We may then apply E2l and E43 , respectively, to lower 
M J and M A from their maximal to general values. A 
general state IJm, Am;J, A; M J , M A ), then, is given 
by the expression 

IJm' Am; J, A; M J , M A) 

0.-+ = E21(E14 + E32) + (E31 - E24)(Ell - £22 + 1), 

(2.8a) 

= .A(, -!E~I( -E43ylo.~_O~a:~ma~ 10), (2.11) 

0. __ = E43o._+ + [E21(E13 - E42) - (E41 + E23) 

X (Ell - E22 + 1)] X (E33 - E44 + 1), (2.8b) 

and they have the properties 

where 
J = J m - in - im, 0 ~ n ~ 2~, 

A = Am + in - i'm, 0 ~ m ~ 2Am , 

MJ=J-x, 

MA = A - y, 

o ~ x ~ 2J, 

o ~y ~ 2A. 

(2.12) 

0.-+ IJm, Am; J, A; J, A) 

= c IJm, Am;J - t. A + t;J - t, A + t), (2.9a) 
The normalization constant has also been found by 
Hecht to be 

.A(,-! = [(2~ + I)! (Jm + Am + 1 - A + I)! (1m - Am + J + A + I)! (Jm - Am + 1 - A)! 

[(21m + 1)!]4[(2Am)!]2[(2~)!]2(Jm - Am - J + A)! (Jm + Am - 1 - A)! 

x (Am - 1m + 1 + A)! (Jm + Am + 1 + A + 2)! (21 + 1)! (2A + I)! (J + MJ)! (A + MA)!J!. 

(21m + 2Am + 2)! (Jm + Am - 1 + A + I)! (21)! (2A)! (1 - M J )! (A - M~! 
(2.13) 

We shall denote the normalization constant for the semimaximal state M J = 1, M A = A by .A(,;;-J. We may now 
project out a state of the subgroup of rotations in the three dimensions (123) by means of the coupling 

IJm,Am;l,A;L,M)= ~ CfIJftiA1-llm,Am;l,A;MJ,MA)' (2.14) 
MJ,MA 

Since the operators 0. __ and 0._+ commute with one another, the order in which they are applied to the 
maximal state is arbitrary. Tedious but straightforward inductions give us the following results: 

O~ (a )2Ama24 10) = (21m + I)! (2~)! (a )2Ama24 (a3)nI0)' (2.15) 
+ 13 1 (2Jm-n+l)!(2~-n)! 13 1 a

1 
' 

o.m (a )2Ama24 10) = ~ (_I)m-t+h+k (2Am)! m! (21m + 1)! (2Am + 1)!(2~)! 
-- 13 1 f,d,h,k (2Am - m)! (21m - m + 1)! (2Am - m + t + h + d + 1)! 

x 1 1 (a )2Am 

d! h! (2~ - h - k)! k! (t - k)! (m - 2t - 2d - h + k)! 13 

X ai4(~)m (a13~24)f(a14~23)d(a14a3\h( ba4)k 10); (2.16) 
a13 b b ba l J a24a1 

where the boundaries of the summations in the four-dimensional lattice of the indices t, d,h, and k are given by 
the zeros ofthe factorials in the denominator. This expression may be simplified if we write it in terms of au and 
a34 rather than b: 

(2Am)! [(2Jm + 1)112 2 2Fl(-m, - 2Am _ 1 121m _ m + 21 _ a12) (a34)m a~~ai410). (2.16') 
(2Am - m)! [(21m - m + 1)!] a34 a13 

Applying both O~ _ and o.~+ to the maximal state we find 

O~_O~(a13)2Ama~410) 
= ~ (_l)m+n-t+h+k (2Am)! m! (21m + I)! (2Am + n + 1)! (2~)! n! 

f,d.u,h,k (2Am - m)! (21m - m + 1)! (2Am - m + t + h + d + 1)! 
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1 1 x 
h! g! k! (t - k - g)! (m + n - 2t - 2d - h + k)! (n - g)! (d - n + g)! (2A - h - k - n)! 

x 3Fz( -n + g, 21m - m - n + t + d - k + 2, -h Id - n + g + 1,2A - h - k - n + 111) 

x (a13)2A .. a~A(!!-.)m(!!-.)n(a13~24)t (a14~23)d(a14a3)h(ba4 )k(a14a2)9 10) 
a13 a14 b b bal a24al a24a1 

(2Am)! [(2Jm + 1)!]2(2A)! 
=------------~~~~~--~~~--------------

(2Am - m)! (21m - m + I)! (2A - n)! (21m - m - n + I)! 

where the j; and the Ai are not independent but are 
related by 

jl + Al = Jm , 

h + A2 = Am· (2.19) 

In (2.18) the summations are carried out over all inte­
gral and half-integral values of j1 and h which are 
compatible with the couplings indicated by the SU(2) 
Wigner coefficients. Henceforth we shall work ex­
clusively with the simpler forms of these basis states 

E:1( -E43)'YO~_O~a~~"'aiA 10) 

(2.17) 

which we obtain by decomposing the boson combina­
tion b = a12 - a34 ; we give the more complicated 
expression for whatever interest it may have from the 
standpoint of combinatorial theory. 

We now apply E~l( -E43)'Y to lower the magnetic 
quantum numbers from maximal to general values. 
We note that all the generators of the Sp(2) ® 
Sp(2) r"'-' SO(4) subgroup commute with a12 and a34' 

Hence we obtain 

= (-1)11 (2Am)! [(21m + 1)!]2n! (2A)! x! y! 
(2Jm - m + I)! (2Jm - m - n + 1)! 

X L 1 
k1ZlZ. k1! (2d - n - k1)! ZI! (n - Zl)! Z2! (2Am - m - x + kl - Z2)! 

X 1 2F1(-m,-2Am-n-112Jm-m-n+21-a12) 
(y - Zl - Z2)! (x - kl - Y + Zl + Z2)! a34 

(2.20) 

which is normalized by the factor (2.13). Applying the normalized lowering operators to the expression (2.18), 
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we may write the normalized general state immediately as 

IJmAm; J, A; M J , MAl = (_1)A-MA .2 :F(JmAm; JA;ili2) 
ilizmlm. 

1'11'2 

X C' l i2 J C4l 42 A 1 2 1 2 . ( (al)il+ml(al)it-ml ) ( (a2)iz+m2(a2)i.-m2 ) 

ml m2 M" 1'11'2 MA [(jl + ml)! (jl - ml)!]! [(j2 + m2)! (j2 - m2)!]! 

X ( (a~)4l+l'l(a~)4l-1'1 ) ( (a;)"<2+1"(a:)42-1'2 ) 1
0

), (2.21) 

[(AI + Ill)! (AI - Ill)!]! [(A2 + 1l2)! (A2 - 1l2)!]! 

from which we may project the angular momentum state of the SO(3) subgroup by means ofthe coupling (2.14). 
We shall henceforth deal with this latter basis exclusively. 

m. MATRIX ELEMENTS OF FINITE 
ROTATIONS IN FIVE DIMENSIONS 

We may parametrize the group of rotations in five 
dimensions in the following manner: 

(R5) = (R,)eiL459(R,), (3.1) 

where (R,) denotes a transformation of the subgroup 
of rotations in four dimensions [the dimensions 
labeled in the Table above by the indices (1234)], and 
L'5 is the generator of rotations in the (45) plane. 
The representation functions of SO (4) are well 
known due to the work of Dolginov29 and of Bieden­
harn,30 sp we need find only the matrix elements 

(JmAm; JI,N; L',M'leiL456IJmAm;J,A;L,M). (3.2) 

Obviously both L'5 and the matrix elements of finite 

This relation prescribes that the expression 

eiL456 1J mAm; J, A; L, M) (3.6) 

is given by the normalized basis state with the replace­
ments 

(:~) ( ::: :::; ~ : :ii: :::;) _ . (3.7) 
a~ i sin tOaf + cos tOa~ 

a~ - i sin tOa~ + cos tOa~ 
This suggests that we may write down the matrix 

elements (3.2) in terms of SU(2) representation 
functions d!"'m(O) corresponding to rotations about 
the x axis in the isomorphic SO(3) case if we regroup 
the bosons in (2.21) into a different set of four 
angular momenta. That is, we wish to form angular 
momentum states with the boson groupings (araV 
and (a:a1') rather than the groupings (ara:) and (afar) 
indicated in (2.21), which were chosen because of 
their invariance under the generators of the Sp(2) ® 
Sp(2) subgroup. We shall find that this "restitching" 

rotations in the (45) plane are diagonal in Land M. 
This property will become explicit in the structure of 
the matrix elements (3.2). 

In terms of our boson operators, 

L45 = HEn + E3l - E24 - E42) 
2 

= t .2 (afa~ + a~af - a~a~ - a~a~) 
p=l 

2 
-~L(p) 
- £., '5' 

p=l 

Expanding 

eiL459 = i (iL,50t 
n=O n! 

and operating on the state B = A(l)A~2), we have 
il i2 

o i sin to 
cos to 0 

o cos to 
-i sin to 0 

o ) (Ai
P

))] -i sin to A~p) • 

o A~p) 

cos to Aip
) 

(3.3) 

(3.4) 

(3.5) 

of the constituent angular momentum states can 
easily be expressed when we invoke the Regge sym­
metries of the SU(2) Wigner coefficients.28 

Let us consider initial and final states of the form 
(2.21) with the coupling (2.14). For the final state all 
quantum numbers and summation indices will be 
denoted by the corresponding primed quantities. Let 
us also momentarily suppress the coefficients of the 
four normalized Sp(2) angular momentum states on 
the right of (2.21). It immediately follows that we may 
write the function (3.2) as an expansion in terms of the 
form 

2 

II d !(ii+A,+mi+l'i) (LJ) 
!( ii' -A,' +mi' -1'/ )!( i,-Ai+m'-Il,) U 

i=l 
!( i;H,-m'-l'i) 

X d!(j;'-4,'-m;'+l'l)!Ci,-A,-mi+Il,)( -O)bm/+l'i',m,+Il,' 

(3.8) 
where the rotation functions d!"'m(O) are given in terms 
of the real d;"'m(O) functions [for rotations about the 
y axis in SO(3)] by the relation 

d!"'m(O) = (i)m'-m d;"'m(O), (3.9) 
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and we follow the conventions of Edmonds for the 
d!n'm(O) functions.4l We now apply the symmetry 

d!n'm( -0) = (-I)m'-md!n'm(O) (3.10) 

to the expression (3.8) and couple the two rotation 
functions in the standard way by means of SU(2) 
Wigner coefficients. It is at this point that we invoke 
the Regge symmetries of these coefficients. We note 
that by Regge symmetry 

(3.11) 

where we recall that the magnetic quantum numbers in 
the exponent of (-1) in (3.12) are canceled by phases 
of the form (_l)A-MA and (_I)A'-1I1A' as indicated 
in (2.21). We must include this phase factor in (2.21) 
when we perform the coupling (2.14), because 
(JMJ) and (AMA) are states of the Sp(2) subgroups 
generated, respectively, by the operators [HEn - E22), 

E12 , E21 ] and [HE33 - E44), -E34' -E43]' 
Using the identity (3.13) to perform summations 

where we have applied (3.9). 
It is worthwhile to consider also the matrix elements 

of exp (iL3SO) for the following reason. The representa­
tion functions of the de Sitter group Sp(2, 2) '"" 
SO(4, 1) may be reached from those of Sp(4) '"" SO(5) 
by a process of analytic continuation in 0 and in 
(Jm + Am + 1). Let us consider the SO(4, 1) group 
in which the time dimension is the dimension here 
labeled by the index 5. In this process the matrix 
elements of exp (iL4SO) and of exp (iL3S0) both become 
those of "Lorentz transformations" in de Sitter space. 
We may now take suitable asymptotic limits of these 
functions and contract them in the sense of Wigner 
and Inonii to representations of the Poincare group 
in the E(3) (helicity angular-momentum) basis. We 
contract the dimension 4 and leave the time dimension 
5 and the three space dimensions (123). The matrix 

41 A. R. Edmonds, Angular Momentum in Quantum Mechanics 
(Princeton University Press, Princeton, N.J., 1957), p. 57. 

hence (3.8) becomes 
2 

(_l)!(MrMA-MJ'+MA') II ~ (_1)!(;;'-1,+41-)..') 

i=1 Ki 

X CiI' ).l K. ,dK, (O)Cii ).i Ki (3 12) 
m,' Il" M. i;,-).,'i,-)., mj Ilj M.· • 

From (2.14), (2.21), and (3.12), we find that the 
"initial" and "final" sides of the matrix element (3.2) 
each contain five SU(2) Wigner coefficients. We may 
perform the summations over the magnetic quantum 
numbers m1 , m2 , PI' P2' M J, M A by means of the 
identity 

over magnetic quantum numbers in the final state, 
we find that we are left with summations over Ml and 
M2 which may be performed easily: 

"" C K I K. L C K I K. L' - ~ ~ • (3 14) 
£., 11111112 M Ml M2 M' - UL,L'UM,M" • 

MIM2 

hence, as expected, the matrix element (3.2) is diagonal 
in the angular momentum state (LM). We may now 
write down our final result. The matrix element (3.2) 
is equal to 

elements of exp (iL350) now become those of a 
Lorentz transformation along the 3 axis, whereas 
those of exp (iL4SO) become time translations. Hence 
we should consider both types of function. To take 
matrix elements of exp (iL3S0) we follow similar 
procedures, but in (3.8) we must replace the d!n'm(O) 
with d;"'m(O), and both functions have argument +0. 
Hence in (3.12) we again replace d Ki with dKi , but we 
must omit the complicated phase factor. Hence, be­
cause of the phases (_l)A-1I1A( _l)A' -MA' indicated in 
(2.21), we cannot perform the summations on the left 
of (3.13), and (3.14) is inapplicable. Thus, although 
exp (iL3sfJ) is diagonal in M, it is not diagonal in L, 
as is to be expected. 
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A generalization of B~rn-Infeld nonlinear electrodynamics, due to Plebanski, is reformulated in the 
cont~xt of ~ne~al relativity theoIJ:. A class ~f nonsingular, st!ltic, spherically symmetric solutions of the 
modified Emstem-M.axwell equations are given, correspondmg to a point-charge source. The metric 
tensors of these solutions are shown to approach the Riesner-Nordstrom metric tensor at large distances 
from the source, if one makes the proper identification of mass. 

1. INTRODUCTION 

Experiment compels us to seek field equations for 
the vacuum electromagnetic field which are approxi­
mately linear. For simplicity it is generally assumed 
that they are exactly linear, and this assumption, 
combined with the desire for Lorentz invariance, 
leads to a unique action and unique field equations 
for the vacuum electromagnetic field. 1 These equa­
tions, Maxwell's equations, have proven adequate, 
to say the least, in describing experimental results at 
the classical level; however, from the theoretician's 
point of view the situation is not entirely satisfactory. 
Solving Maxwell's equations for a distribution of 
point charges results in a field which is divergent at 
the locations of the point charges. This is unattractive 
in its own right, and in addition results in an infinite 
total energy for the field. 

Various attempts have been made to eliminate the 
above difficulty from the theory. Of particular interest 
to us is the attempt, by Born and Infeld,2 based upon 
a new choice of vacuum field action which leads to 
nonlinear field equations (such an action is referred to 
in this paper as a "nonlinear" action). Having chosen 
a particular "nonlinear" action, Born and Infeld 
solved the resulting field equations for the static, 
spherically symmetric solution (SSS solution) corre­
sponding to a point charge. As might be expected, the 
resulting field was significantly different from a 
coulomb field in the neighborhood of the point 
charge where the fields are most intense, and they 
found, in fact, that their field was finite everywhere, 
including the location of the point charge. 

The SSS solution of the Born-Infeld theory, 
although finite everywhere, is, however, discontinuous 
at the center of symmetry. In addition, their choice 

• Prese~t address: The University of Calgary, Department of 
Mathematics, Calgary, Alberta, Canada. 

1 ~. Landau and E. Lifshitz, The' Classical Theory of Fields 
(Addison-Wesley Pub\. Co., Inc., Reading, Mass., 1951), 2nd ed. 

t M. Born and L. Infeld, Proc. Roy. Soc. (London) 144, 425 (1934). 

of a "nonlinear" action, although different from the 
usual one, did not exhaust the possible choices con­
sistent with Lorentz invariance. The possibility 
existed, therefore, that some different "nonlinear" 
action might be found which would make th~ SSS 
solution not only finite everywhere, but continuous 
everywhere. The generalization of the Born-Infeld 
electromagnetic field action to include all "reasonable" 
actions was considered by Plebanski, 3 who investigated 
the resulting theories in some detail. Among other 
things, Plebanski showed that there exists a wide 
class of "nonlinear" actions Which lead to field 
equations possessing SSS solutions which were 
nonsingular and, in fact, continuous everywhere. 

The purpose of this paper is to extend Plebanski's 
work to the general relativistic case. That is to say, 
we consider Einstein-Maxwell theory with, however, 
the Maxwell theory replaced by Plebanski's nonlinear 
generalization of Maxwell theory. We present an 
SSS solution of the Einstein-.:(nonlinear) Maxwell 
equations, including both a metric tensor and an 
electromagnetic field tensor, and we investigate some 
of its properties. In particular, we show that there 
exists a class of nonlinear, electromagnetic field 
theories for which the SSS solutions, including both 
the metric and the electromagnetic field tensors, are 
everywhere continuous. In order to achieve this, it is 
assumed that the parameter which measures the mass 
of the point sources of the electromagnetic field is 
equal to zero, which is consistent with the interpreta­
~ion of the mass of a charged particle as a property of 
Its field, rather than as a property of the point source. 
Also in accord with the above point of view is the 
introduction of an effective electromagnetic mass 
defined in terms of the asymptotic behavior of the 
related gravitation field. This effective electromagnetic 
mass can be identified in such a way that our SSS 
solutions approach, asymptotically, the well-known 

• J. Plebanski, Non-Linear Electrodynamics-A Study (C.I.E.A. 
del I.P.N., Mexico City, 1966). 

1718 



                                                                                                                                    

NONLINEAR ELECTRODYNAMICS AND GENERAL RELATIVITY 1719 

Riesner-Nordstrom solution of the Einstein-Maxwell 

equations. 
In the following section, we briefly review the Born­

Infeld and the Plebanski nonlinear electromagnetic 
field theories and introduce the basic equations of 
Einstein-(nonlinear) Maxwell theory. In Sec. 3, we 
solve our equations for an SSS solution and investigate 
the behavior of this solution for both large and small 
distances from the location of the point charge, in 
order to show that it is free from singularities, dis­
continuous, and asymptotically Riesner-Nordstrom. 
We summarize our results in a short concluding 

section. 

2. EINSTEIN-ELECTROMAGNETIC THEORY 

A. Nonlinear Electrodynamics in Minkowski Space 

If we assume that the nonlinear electromagnetic 
field can be described' by a vector potential A", 
through 

(2.1) 

then it is well knownl that Illv possesses just one 
independent invariant and one independent pseudo­
invariant, which can be defined as 

where 
*1"11 == tif(lflY'iY~ (2.3) 

with i = .J -1. If we wish our theory to be invariant 
under the Lorentz group, including reflections, we 
must choose a Lagrangian depending only on F and 
G2. In order to obtain the Maxwell theory, one chooses 

L=F, (2.4) 

while 
L = 2[(1 + F - G2)t - 1] (2.5) 

is the Lagrangian considered by Born and Infeld. To 
start with, we assume only that 

L = L(F, G2). (2.6) 

In addition we impose the condition that for weak 
fields the nonlinear theory should approximate the 
linear theory. [This is true, for example, with the 
Lagrangian given by Eq. (2.5).J 

Using this generalized Lagrangian, we now give 
the action for a system of point charges interacting 

, Greek and Latin indices range from 0 to 3 and I to 3, respec­
tively, while the metric has signature (+, -, -, -) (and in Sec. 2A 
only, is the Minkowski metric). Partial and covariant differentiation 
may be denoted by a comma and a semicolon, respectively. Finally, 
E"-Pr8 is the alternating tensor density, and /g",v/ ;: g. 

with an electromagnetic field l : 

W = - atrnaC J~ldSa + a~ ~ i:SAiaP) da~ 
__ 1_ J.a2

L (F, G2) d4x. (2.7) 
47TC al 

In this expression the index a labels the N particles, 
a~ represents the world line of the ath particle, with 
rna and ea as its mass and charge, respectively, and Sa 
as the proper time of the ath particle. The last integral 
is over a world tube enclosing the particle world lines, 
and bounded at the ends by spacelike hypersurfaces 
a l and a2 , while the first two integrals are line integrals 
between the points of intersection of the particle 
world lines and the spacelike hypersurfaces. 

The integrability conditions of Eq. (2.1) are known 
to be 

(2.8a) 

which is our first set of field equations; setting 
d Wid W~ = 0 yields 

2(iJL~, G
2

») = 47T Ieaf+oodlX~ - a~) da~, (2.8b) 
if~p ,p a=l-oo 

which is our second set of field equations. Thus, Eqs. 
(2.8a) and (2.8b) are the generalization of Maxwell's 
equations, with Eqs. (2.8a) unchanged in form. If 
we set dWlda(l = 0, we get 

d2a~ e daP 
rn c- + .J!f~- = 0 (2.9) 

adS! c fl dSa ' 

which is the usual equation for the Lorentz force. 
It is convenient to introduce the canonical formalism 

for the system as well. We define 

plZP == 2 iJL = oL rp + iJL *f~P 
olap of oG 

(2.10) 

and 

(2.11) 

Substituting Eq. (2.10) into Eq. (2.11) gives 

H = 2(OL F + oL G) - L(F, G2) = H(F, G2) of oG . 
(2.12) 

However, using Eq. (2.10), we can derive 

P + Q = (OL + OL)2.(F + G) 
of oG ' (2.13) 

where 
P == Ip(l/JP~P, Q == Ip~p*p(lp, (2.14) 

and if Eq. (2.13) can be inverted to obtain F(P, Q), 
G(P, Q), then Eq. (2.12) yields 

H = H(P, Q2). (2.15) 



                                                                                                                                    

1720 R. PELLICER AND R. J. TORRENCE 

Hamilton's equations are then 

r p = 2 oH = oH p«P + oH *p«P 
oP«P oP oQ 

(2.16) 

and 

N f+oo 
(p«P),(J = 47Ta~/a -00 blx« - a«) da«, (2.17a) 

and if we substitute Eq. (2.16) into Eq. (2.8a) to 
obtain 

(
OH * «(J + oH «p) = 0 
oP P oQ P , ,(J 

(2.17b) 

we have the choice of working with either Eqs. (2.8) 
or Eqs. (2.17). Note that in both the Maxwell theory 
and the Born-Infeld theory the inversion of Eq. (2.13) 
is possible; we restrict ourselves to Lagrangians such 
that the passage to the canonical formalism is possible. 

One remark should be made concerning the for­
malism introduced. The assumption of Born and 
Infeld,2 of Plebanski,3 and of the present authors is 
that j«(J is the physically significant electromagnetic 
field tensor, while p«(J is a tensor with no direct 
physical meaning. While the various nonlinear field 
theories succeed in makingj«(Jwell behaved, the tensor 
p«(J is, in general, divergent at the location of point 
sources. In fact, this is unavoidable; b-function 
sources continue to playa part in these theories, and 
the tensor pa(J acts as a "buffer" between the singular 
sources and the field tensor, "absorbing" the singu­
larities of the sources and allowing the field tensor to 
be well behaved. 

B. Einstein-(Nonlinear) Maxwell Theory 

Throughout Sec. 2A, care has been taken to express 
everything in a Lorentz-covariant way. In order to 
generalize the equations to the general-relativistic 
level two changes only are needed. First of all, the 
equations must be modified so that they become 
generally covariant; secondly, we must add the action 
of the gravitational field to the action of Eq. (2.7). 
Thus we replace every equation of Sec. 2A by a 
general-relativistic counterpart, for example, 

1;,. = 2A[/l.Vl' (2.1 G) 

where the general relativistic equations are identical 
to their special relativistic counterparts with the 
following exceptions: 

. «(Jyo 
*lI1.P == !:.. __ E - fro, (2.3G) 

2 (-g)! 

«-g)! *r(J),(J = 0, (2.8aG) 

2(_g)!OL(F, G
2») = 47T1eaJ+oobl X« _ a'")da«, 

oj«(J ,(J a~l-oo 
(2.8bG) 

N f+oo « - g)! p«P),(J = 47Ta~ ea -00 bix l1. - al1.) da'", (2.17aG) 

[
( _ g)!(OH *pl1.P + oH p,"(J)] = o. 

oP oQ ,p 
(2.17bG) 

Consistent with these equations is the modified 
action, which now includes a contribution from the 
gravitational field and is given by 

w = -Jlmac L:2dSa + jl~ L:
2
AI1.(a) da« 

__ 1_ 1u< _ g)!L(F, G2) d4x 
47TC Ul 

+ ~ Ca2

R(_g)! d4X, 
167Tk JUI 

(2.7G) 

where k is the gravitational constant, and R = 
Ra,pg«P is the scalar curvature. The basic differential 
equations (using the canonical formalism) are thus 
Eqs. (2.17G) and the gravitational field equations, 

G«P '7T ( )~- ~ 2 ~ (<< «) aa aa dS 8 
k[ 

1 N fa'2 d '"d p 
= - - - g k mac U4 X - a - - a 

C
4 a~l al dSa dSa 

_1...( «PL _ oL j«ul'P _ oL *I«al'(J)] 
47T g of J a oG J a , 

(2.18G) 

where G«(J is the Einstein tensor. These latter equations 
can of course be derived by setting b Wfbga,p = O. 

3. A STATIC, SPHERICALLY SYMMETRIC 
SOLUTION 

In looking for an SSS solution it would be natural 
to work in spherical polar coordinates r, 0, 4>, and 
some time coordinate t. However, such coordinates 
would be singular on the world line of the point 
source, r = 0, and this world line is of importance to 
us. Thus, although many of our results will eventually 
be transformed to such coordinates, we begin with a 
different coordinate system, well behaved on the 
world line of the source. 

It is well known5 that a static, spherically symmetric 
metric can always be put in the form 

dS? = eV dt? - i [bab - (1 - i') r rJ d~a d~b, 
a,b~l r r 

(3.1) 

where r2 == ~12 + ~22 + ~3' and'll and A. depend only 
on r. Thus we have 

g == Igll.1 = _ev+-<. (3.2) 

:; P. G. Bergmann, Introduction to the Theory of Relativity 
(Prentice-Hall, Inc., Englewood Cliffs, N.J., 1942). 
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We now assume that lim e). and lim eV exist, and field tensor which are nonvanishing to be 

that 
lim e). = 1, (3.3) 

which makes our coordinate system well behaved on 
the world line r = O. 

We work in the Lagrangian formalism, and we 
must therefore solve Eqs. (2.8G) for the electro­
magnetic field tensor. It is clear from the form of the 
line element [Eq. (3.1)] that the three space coordi­
nates are on equal footing; thus our spherically 
symmetric and static vector potential must be of the 
form 

AJl = (¢(r), ?per), ?per), ?per»~. 

A gauge can always be found such that, in fact, 

AJl = (cp(r), 0, 0, 0). (3.4) 

We automatically satisfy Eqs. (2.8aG) by deriving 
jaP from Ap according to Eq. (2.1G), and consequently 
the only nonvanishing components of jaP are 

;a 
loa = cp,r-' 

r 
(3.5) 

We can calculate the invariant and pseudoinvariant 
determined by Eq. (3.5), and we find 

(3.6) 

and consequently Eq. (2.IOG) and Eq. (2.6) implies 
that 

(3.7) 

The point source to be used in Eqs. (2.8bG) has the 
world line 

(3.8) 

in our coordinates. Therefore, Eqs. (2.8bG) can be 
written in the form 

( _ g)t oL r b) + ( _ g)! oL 1"0) = 0, (3.9) 
of ,b of ,0 

( _ g)! oL f'a) = 47Tet53(;a). (3.10) 
of ,a 

The first equation, (3.9), is automatically satisfied, 
since jab = 0 and jao is time-independent. As for the 
second equation, (3.10), it is obviously satisfied by 

and from this we find the covariant components of the 

I' = _e(v+).)/2 e;ajOL (F 0). 
JOa r3 of ' (3.11) 

This expression can be put into a more convenient 
form. It follows from Eq. (2.13) and from G = 0 that 
we must have Q = O. Then, from Eq. (2.16), follows 

1"p = ~: (P, O)paP• (3.12) 

A comparison of Eqs. (3.7) and (3.12) yields 

~: (P, 0) = 1 j~~ (F, 0) (3.13) 

and thus 

I' = _ oH (P 0)e(v+)')/2 e;a . 
JOa oP' r3 

(3.14) 

[Comparison with Eq. (3.5) allows an identification 
of the potential function cp(r) in terms of H, 'II, and A.] 
Thus the generalized Maxwell's equation have been 
satisfied. The behavior of the paP field, 

(3.15) 

at r = 0 is obviously singular; however, that of jap 
depends on oH(P, O)/oP, and that is as yet unspecified. 
It shall be specified in such a way as to make!"P well 
behaved at r = O. 

It is convenient to approach the question by con­
sidering Eq. (2.9G), the equation for the Lorentz 
force. Putting rna = 0 in this equation, consistent 
with our assumption that the point source has no 
mass, and using the world line for the point source 
given by Eq. (3.8) give us 

(3.16) 

This is a condition on oH(P, O)/oP of the form 

lim e(v+)')/2 ;a oH (P, 0) = 0, (3.17) 
,-+0 r3 oP 

which, in view of the assumptions already made about 
vCr) and A(r), reduces to 

;aoH 
lim - - (P, 0) = O. (3.18) 
.-+0 r3 0p 

We now assume that the Hamiltonian for our theory 
is such that Eq. (3.18) is satisfied; this assures us that 
jap is continuous in the neighborhood of the charge 
and also that the Lorentz force equation is satisfied 
there. 

It remains to solve Eqs. (2. 17cG), the Einstein 
equations, for the functions vCr) and ).(r). It is a 
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lengthy but straightforward calculation to obta~n 
GlZp and TlZp from g«p and J,.p. Using these results In 

Eqs. (2.17cG) gives us the following nontrivial 
equations: 

e-A(1:. _ ~) _ ~ = 2k H(P, 0) (3.19) 
r2 r r2 c" 

and 

_(~ + 1 - e.l)~$b 
r r2 r2 

+ (V" + '11'('11' - A/) + v' - A') (~$b _ 6ab)e-A 
2 4 2r r2 

2k ( ~~b) = ~L(F,O) 6ab - 7 

+ 2k[L _ aL .rOar JeA ~a~b . (3.20) 
c4 aF J JOa r2 

We next eliminate aL/aF from the last term of this 
equation by means of the relationship 

2F aL = H + L, (3.21) 
aF 

which can be derived from Eqs. (2.11) and (3.7). Using 
F = !fD'1Oa and matching coefficients in Eq. (3.20) 
give us 

2k L(F, 0) = [V" + ~ (v' - A') + 1.. (v' - A/)Je-A 
c4 2 4 2r 

(3.22) 
and 

2k H(P, 0) = e-A(~ +!) _ 1:.. 
c4 r r2 r2 

(3.23) 

We are now concerned with just three equations, Eqs. 
(3.19), (3.22), and (3.23). Combining Eqs. (3.19) and 
(3.23) yields A' + v' = 0, and so we have A + v = h, 
an arbitrary constant. It can be shown that h :;6 0 
will prevent the metric from being asymptotically 
Minkowskian, so we assume 

A + '11=0. (3.24) 

We have reduced our problem to solving Eqs. (3.19) 
and (3.22) with A = -v. But we note that there is 
a relation 

2P aH (P, 0) = H + L, (3.25) 
ap 

analogous to Eq. (3.21), and, since 

P = -e2/2r4 , 

it follows that (r 2H), = -2rL is identically satisfied 
here. If we calculate (r 2H)' from Eq. (3.19) and use 
Eq. (3.25), we obtain Eq. (3.22). Thus we have only 

one independent equation, Eq. (3.19), and it is 
solved by 

e-;' = 1 + !!. + 2k! f"t 2H(t) dt, (3.26) 
r c4 r Jo 

where d is an arbitrary constant. By comparison with 
the Schwarzschild solution we see that dis proportional 
to the mass of the point source, which we are assuming 
to be zero. Thus we have 

We have accumulated several conditions on the 
behavior of H at r = O. First, our coordinates are 
valid only if 

lim eA = 1, lim eV exists. (3.28) 
r~O r~O 

Secondly, the Lorentz force equation led us to demand 
that 

lim aH(p, 0) r = O. 
r-+O ap r3 

(3.29) 

Finally, the integral 

{t2H(t) dt (3.30) 

in Eq. (3.27) must, of course, exist. No attempt has 
been made to find necessary and sufficient conditions 
on H(P, 0) in order to satisfy Eqs. (3.28) and (3.29). 
An example of a sufficiency condition is the assump­
tion that 

OC) a 
H(P,O) = 2, ~, P > Po, 

n=O P 
(3.31) 

and that this expansion is term-by-term differentiable 
and integrable. 

It remains to consider our solution as r ~ 00. It 
is to be expected, in particular, that the metric tensor 
should be asymptotically Minkowskian, since the 
electromagneti~ theory is asymptotically linear, but it 
is of interest to see the manner of the approach. 
Since we are no longer interested in the point r = 0, 
it is now permissable (and very convenient) to trans­
form to a generalization of spherical coordinates. 
Thus we do the coordinate transformation 

and obtain 

~l = r sin (j cos cp, 

~2 = r sin (J sin cp, 

~3 = r cos (j, 

I = I, 

(3.32) 

dS2 = e-A dt2 - eA dr2 - r2(d(j2 + sin2 (j dcp2), 

(3.33) 
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where A(r) is given, as before, by Eq. (3.27), while 

I" = _ !... oH(P, 0) 2b[W1 . (3.34) 
J«P r2 oP « P 

In order to examine the behavior of g«p and lap for 
large r, we must make some assumption on the 
behavior of H(P,O) for large r consistent with the 
condition that for weak fields (meaning large r in 
this problem) the theory approach the linear theory. 
Since, in the linear theory H = P, we assume 

00 

H = P + L bnpn, P < P~, (3.35) 
n=2 

and that this expansion is term-by-term differentiable. 
It then follows that, for large r, 

lap = - e
2 
+ 0(r-6

) (3.36) 
r 

and 

where 
(3.38) 

Thus, our solution approaches the Riesner-Nordstrom 
solution5 for large r with the M of Eq. (3.38) identified 
as mass. This mass is of course defined purely in terms 
of the long-range gravitational effects associated with 
the point charge; the mass of the point source has 
been consistently set equal to zero. The mass M can 
also be put into the form 

M = (2ej3c2)cf>(0) (3.39) 

which relates the asymptotically defined mass with 
the value of the electromagnetic potential function at 
r = o. This latter result follows if the potential is 
normalized to be zero at infinity. 

4. CONCLUSION 

We summarize here the results obtained, along with 
the assumptions made. We consider the Einstein-

(nonlinear) Maxwell equations, where the form of 
the nonlinear Maxwell theory is determined by the 
Hamiltonian H(P, Q) or, alternatively, by the 
Lagrangian L(F, G). We assume that, for Q = 0, 
H(P, Q) is expandable in positive powers of P for 
P < Po and in negative powers of P for P > Po and 
that these expansions are term-by-term differentiable 
and integrable. We also assume that the integral 

f H(P, 0)r2 dr 

(where p = -e2j2r4) is defined for all r including 
r = 00. 

We then show that there exists a static, spherically 
symmetric solution of the Einstein-(nonlinear) Max­
well equations with the following properties: 

(l) Both the electromagnetic and the metr:ic t~nsors 
are well behaved at r = 0; 

(2) the metric is, asymptotically, the Riesner­
Nordstrom metric with a mass identification 

M = -1''' t2H( _e2j2t2
, 0) dt; 

(3) the Lorentz equation is satisfied at r = o. 
The above solution corresponds to a source which has 
a b-function charge distribution at r = 0, but vanishing 
mass. It should be emphasized that the assumptions 
made are certainly stronger than necessary. 

A final comment is that certain difficulties of the 
Born-Infeld nonlinear electrodynamics are in no way 
eliminated in this work. In particular, the general 
relativistic equations have characteristic surfaces 
corresponding to propagation velocities exceeding the 
speed of light, just as did the special relativistic 
theories.3 
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General Form of the Einstein Equations for a Bianchi Type IX Universe* 
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The Einstein equations for a general Bianchi type IX universe are presented in a form suitable for 
numerical solution. As an example, the compl~te equations for a cosmology with a pure fluid stress 
tensor TJlY = EUJlUy + p(g JlY + uJluy) are also gIven. 

I. INTRODUCTION 

In recent years there has been some interest shown 
in models of the universe that are more complicated 
than the highly symmetric Friedmann cosmologies.1 

The first step in investigating less symmetric universes 
has been to consider universes which still have a 
global time coordinate and homogeneous space 
sections at anyone time, but which no longer obey 
the requirement of isotropy. The study of such uni­
verses naturally leads to investigation of homogeneous 
three-spaces, the study of which goes back to Bianchi,2 

who divided them into nine classes according to the 
groups of motions under which the space is invariant. 

Until recently there has been little interest in these 
anisotropic universes as possible cosmologies because 
the meager cosmological data available have always 
been explicable in terms of the Friedmann models or 
models with similar high symmetry. A few years ago 
there was a resurgence of interest in these more 
general models spurred by GOdeP and they are dis­
cussed by Taub4 and Heckmann and Schiicking.1 

In the past five years, several works have appeared 
using anisotropic universes to consider such problems 
as helium production and magnetic fields in the 
universe.5- 8 The geometrical questions for these 
universes were long ago treated in great detail by 
Cartan.9 

Quite recently, the discovery of the 3°K microwave 
backgroundlO and its interpretation as a cosmological 

• Supported in part by NASA Grant NGR-21-002-010. This work 
is part of a Ph.D. thesis to be submitted to the University of Mary­
land. 

t NSF Predoctoral Trainee. 
1 See O. Heckmann and E. Schiicking, in Gravitation: An Introduc­

tion to Current Research, L. Witten, Ed. (John Wiley & Sons, Inc., 
New York, 1962), Chap. II. 

• I. Bianchi, Mem. Soc. Ital. Sci., Ser. Ilia, II (1897). 
• K. Godel, Proe. Intern. Congr. Math. I, 175 (1950). 
4 A. Taub, Ann. Math. 53, 472 (1951). 
5 Ya. B. Zel'dovich, Astron. Zh. 41, 873 (1964) [Sov. Astron.­

AJ 8,700 (1965)]. 
6 Ya. B. Zel'dovich, Zh. Eksp. Teor. Fiz. 48, 986 (1965) [Sov. 

Phys.-JETP 21, 656 (1965)]. 
, K. S. Thorne, Astrophys. J. 148, 51 (1967). 
8 S. Hawking and R. Tayler, Nature 209, 1278 (1966). 
• E. Cartan, Lecons sur la geometrie des espaces de Riemann 

(Gauthier-Villars, Paris, 1951). 
10 A. Penzias and R. Wilson, Astrophys. J. 142, 419 (1965). 

phenomenonll have led to increased interest in these 
universes as physical entities. The discovery by 
Partridge and Wilkinson12 of the remarkable isotropy 
of this radiation has provided cosmology with its 
first extremely accurate datum. Investigation of the 
causes of this isotropy has led Misner13 to use some 
fruitful mathematical techniques in a Bianchi type I 
universe that promise to be useful in studying the 
evolution of universes in general. In a more recent 
paper Misner14 has used these same techniques in a 
study of a special case of a type IX universe, a 
generalization of the Friedmann k = + I cosmology. 
These two works lead naturally to the present study, 
by means of the same techniques of a more general 
type IX universe, and to the study of type V cosmolo­
gies, generalizations of the Friedmann k = -1 
universe. IS 

Universes of types V and IX have an important 
advantage over type I in that GOi need not be zero 
for these cases (though it may be14) and hence 'j'Oi, 

which is directly related to the local fluid velocity, 
need not be zero. The existence of a nonzero local 
fluid velocity can lead to the existence of rotation as 
defined by the existence of a nonzero angular-velocity 
tensor as defined by Ehlers16 : 

OJlY = UrJl;y] + U[Jl;~U~Uy] , 

where UJl is the fluid velocity. 
In this paper we intend to present, in the form of 

a progress report, the Einstein equations for a type IX 
cosmology with a pure fluid source. Estabrook, 
Wahlquist, and Behr17.18 and Shepley19 have studied 
the equations for this type of cosmology in different 

11 R. Dicke, P. Peebles, P. Roll, and D. Wilkinson, Astrophys. J. 
142, 414 (1965). 

12 R. Partridge and D. Wilkinson, Phys. Rev. Letters 18, 557 
(1967). 

13 C. Misner, Astrophys. J. lSI, 431 (1968). 
14 C. Misner, Phys. Rev. Letters 22, 1071 (1969). 
15 For a discussion of a type V universe, see R. Matzner, Astro­

phys. J. (to be published). 
16 J. Ehlers, Akad. Wiss. Lit. (Mainz) Abhandl. Math. Nat. KI. 

11 (1961). 
17 C. Behr, Astron. Abhandl. Hbg. Sternwarte 7,249 (1965). 
18 F. Estabrook, H. Wahlquist, and C. Behr, J. Math. Phys. 9 

497 (1968). ' 
19 L. Shepley, Dissertation, Princeton, 1965. 
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tetrad frames and with different goals. We present our 
work as exhibiting a set of equations in a manner 
which lends itself naturally to machine calculation. 
It is hoped that the introduction of rotation into the 
solution will provide some interesting results that do 
not appear in nonrotating cosmologies. 20 

II. A MODEL OF THE UNIVERSE 

We shall take as a metric to describe a type IX 
universe 

ds2 = -dt2 + gij(t)(1i(1j, (1) 
where the (1i are a set of homogeneous differential 
one-forms on the three-sphere. If we let the three­
sphere be described as S3 = {x, y, z, w I x2 + y2 + 
Z2 + w2 = I}, then the forms can be written 

(1", = xdw - wdx - zdy + ydz, 

(11/ =ydw + zdx - wdy - xdz, (2) 

(1. = z dw - Y dx + x dy - w dz. 

These forms are discussed by Misner,21 who gIVes a 
proof that they are indeed invariant under motions on 
S3. Since the tangent vectors .dual to these forms, 
when considered as the infinitesimal generators of a 
Lie group, have structure constants CJk = €iJk' this 
metric indeed describes a type IX universe. 1 

Once we have the above metric, we need a stress­
energy tensor to act as a source for the Einstein 
equations. To indicate how these Einstein equations 
and supplementary conditions such as TIAV;v = 0 
combine to give a set of differential and algebraic 
equations for all relevant quantities, we will take as an 
exemplary stress-energy tensor that of a perfect fluid 

TIAV = €UIAUV + p(glAV + UIAUV), (3) 
where € and p are the usual energy density and 
pressure, respectively. 

Several other stress-energy tensors are also of 
interest; those most carefully investigated at present 
are those of collisionless radiation and viscous radia­
tion. Misner, 13 Misner and Matzner, 22 Doroshkevich 
et al.,23 and Stewart24 have studied these types of 
radiation in type I universes and are continuing to 
investigate them. In universes with curved space 
sections these forms of radiation are more difficult to 
describe and will not be considered in this paper. 

20 While this paper was being typed, a preprint by S. Hawking 
(Cambridge) considering this subiect was received. This has since 
been published in Monthly Notices Roy. Astron. Soc. (London) 142, 
129 (1969). 

Z1 C. Misner, J. Math. Phys. 4, 924 (1963). 
II C. Misner and R. Matzner (to be published). 
'3 A. Doroshkevich, Ya. B. Zel'dovich, and I. Novikov. Zh.Eksp. 

Teor. Fiz. Pis. Red. 5, 119 (1967) [JETP Letters 5, 96 (1967»). 
•• J. Stewart, Astrophys. Letters 2, 133 (1968). 

Since the GOi need not be zero in a type IX universe, 
we cannot assume that UIA = (JlAo, but must in general 
let UIA = (y, UI, U2, U3), where UIAUIA = -1 deter­
mines y. The three new independent quantities Ui(t) 
will be determined by the three GOi Einstein equations. 
In the general case where no restrictions are placed 
on the Ui we should see rotation as indicated by the 
existence of a nonvanishing scalar of rotation .0, 
where 0 2 = tOlAvOIAV, with OlAV as defined above. 
Since no explicit solutions for type IX universes with 
expansion, rotation, and: shear have been presented, 
one should expect that such solutions would predict 
observable effects which do not appear in the simpler 
solutions. It is especially hoped that these solutions 
will provide more arguments in support of the 
observed isotropy of the 3°K black-body radiation. 

III. THE EINSTEIN EQUATIONS 

We begin by writing the gij(t) in the metric of Sec. 
n as R2(t)(BT B)ij. Since the 3 x 3 matrix Bij appears 
in the metric components only in the combination 
(BT B)ij and since only these components determine 
the physical behavior of the system, there is some 
freedom in the choice of B;;(t). It is most convenient 
to make B definite by requiring that BB-l (B == 
dB/dt) be a symmetric matrix, that is, 

(4) 

With this choice we can proceed to define14 an ortho­
normal frame 

WO = dt, Wi = RBij(1j 

and write the metric as 

(5) 

(6) 

where 'fJlAv is a Minkowski metric of signature 
(- + + +). We can now calculate the Einstein 
equations for our metric in this frame. The details 
of this calculation are given in Appendix A. The 
results are (in units with G = c = 1) 

81TToo = 3(R/R)2 - tR-6 Tr [(S)2] 

- lR-2 Tr [(BTB)2 - (BTB)-l], (7a) 

81TToi = !R-4 [S, (BTB)]jk€iik' (7b) 

81T(4; - t(J;;T\) = {R-3$ + R-2[(BTB)2 + (BTB)-l]}ii 

-t(J;;R-2Tr [(BTB)2 + (BTB)-I], (7c) 

!1TT\ = -2R/R - (R/R)2 - tR-6 Tr [(S)2] 

- 112R-2 Tr [(BTB)2 - 2(BTB)-I], (7d) 

where S = (BB-l)R3, [A, B] is the commutator of the 
matrices A and B, and €i;k is the totally antisymmetric 
symbol with €l 23= + 1. 
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IV. THE EQUATIONS OF MOTION FOR 
THE MODEL 

With the above metric and stress tensor describing 
our model of the universe, the quantities whose 
development we would like to follow are R, Bij' E,p, 
and U". We need to organize the Einstein equations 
in a manner that will facilitate numerical computation 
of relevant quantities. This organization is much 
simpler if we introduce, following Landau and 
Lifshitz25 and Misner and Sharp ,26 the baryon 
number density n and the specific entropy s as variables 
to replace p and E. From thermodynamic considera­
tions we can specify for our fluid an equation of state 
E = E(n, s) and deduce p by means of the relation 
p = n(oE/on). - E. With these substitutions we pre­
sent such an organization of the Einstein equations. 
To avoid repetition, once in a derivation and a 
second time in a list, the derivation of this set of 
equations is given after the list. 

The fundamental variables entering the scheme are 
R, Bif , Sij (defined above), and n (s will be shown to 
be constant for this problem). We may simplify the 
writing of the differential equations by defining the 
following auxiliary quantities: 

8'm!>i = tR-4[S, (BTB)]ikEiik' (8a) 

¢2 = ¢i¢i' (8b) 

The dynamic equations or time-step differential 
equations allow one in a numerical integration scheme 
to update the values of the fundamental variables. 
They are 

(R/R)2 = tR-6 Tr [(S)2] - (t)R-2 Tr [(BTB)2 

- (BTB)-l] (9a) 

-81T(t{(E + p) + [(E + p)2 + 4¢2]t} _ p), 

Bij = (SB)ijR-3
, 

Sij = R[(BTB) + (BTB)-l]ij 

- l6ijR Tr [(BTB) + (BTB)-l] 

81T( ¢i¢' - i6ij¢2) 

where 11 is a constant. 

(9b) 

(9c) 

(9d) 

Equations (9a)-(9c) are obtained by inserting 
pv = E U" UV + p( 'f}"v + Ull uv) into the Einstein equa-

26 L. Landau and E. Lifshitz, Fluid Mechanics (Addison-Wesley 
Publ. Co., Inc., Reading, Mass., 1959), Chap. XV. 

•• C. Misner and D. Sharp, Phys. Rev. 136B, 571 (1964). 

tions and using TOi = (E + p)yU i = ¢i to eliminate 
Ui from the resulting relations. Equation (9d) is a 
consequence of the fact that T"v.v = O. It can be 
shown26 that U"T"v;v = 0 implies the two equations 

(nU");" = 0, 

U"S,1l =0. 
(lOa) 
(lOb) 

Because s can only depend on time, (lOb) implies 
S = 0 or that·, as stated above, s is a constant. Thus 
E = E(n) and p = n(dE/dn) - E. If we compute the 
left-hand side of (lOa) in our orthonormal frame by 
means of the methods given in Appendix B, we find 
that the equation becomes 

3R y iz -+-+-=0, 
R y n 

(11) 

which has Eq. (9d) as its solution. 
Note that (9d) and the equation 

form a set of two algebraic equations in the two 
unknowns y and n at anyone time. Because these are 
algebraic and not differential equations, it will be 
necessary to solve them explicitly or iteratively for y 
or n in terms of R, B, and S in order to use updated 
values of these variables to obtain updated y and n. 

In order to check the accuracy of a numerical 
integration scheme for these equations, we would 
like to have several quantities which may be obtained 
both by means of equations giving them at anyone 
stage of the solution and by numerical differentiation 
between two successive stages. Two such checks are 
equations for Rand Ui obtained from the T\ equation 
and from the space part of the Euler equation 

UIl;vUV = - [lICE + p)](6V
" + U"UV)p, .. 

respectively (U,,;v is given in Appendix B). These 
equations are 

. Ii R 
Ui = -- Ui - - Ui - R-3SijU; 

E + p R 

- R-ly-l(BTB)jIUPkEikl, (12a) . 
1 ( . 2 

R = -- R) _ !R-5 Tr [(S)2] 
2 R 

- 2
14R-1 Tr [(BTB)2 _ 2(BTB)-1] 

- -.!!..R + 3p 8 (¢2 ) 
3 (E + p)y2 . 

(12b) 

Given the fundamental variables as functions of time 
we can calculate the following physically importan~ 
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quantities: 

gij = R2(BTB)ii' 
Y = (H1 + [1 + 4cf>2f(€ + p)2]!})!, 

€ = €(n), 

d€ 
p = n- - €, 

dn 

Vi = cp;/y(€ + p), 

(J = y + 3(RfR)y, 

OOi = HOi - [pVi/(€ + p)] - (R/R)Vi - R-3
SijUi}, 

Oij = -tUkR-1(BTB)kl€lii' 

0 2 = 10 OIlV 
""2" J,l'V , 

~oo = Y + {«(J/3) - [yP/(€ + p)]}(y2 - 1), 

~Oi = -H(R/R)Vi + R-3SiPi - Oi 

+ Vi[P/(€ + p)](l - 2y2)] + !(JyVi , 

~ij = -lybii + yR-3Sii + tR-1 

X [(BTB)il€lik + (BTB)lJ€lik]Uk 

yp 
- -- ViVi - !(JUiU j , 

€+p 
~2 = 1~ ~IlV ""! fJV , 

where OIlV is defined above, ~IlV is the tensor of shear 
defined by Ehlers,l6 and (J is the scalar of expansion 
also defined by Ehlers. 

In a future paper we expect to present and discuss 
solutions of the above equations for a variety of 
initial conditions. With these solutions we can begin 
to investigate the observational consequences of 
rotation. We may hope that these consequences will 
include more detailed explanations for the isotropy 
of the 3°K blackbody radiation. 
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APPENDIX A 

Instead of computing the Einstein equations 
directly in the orthonormal frame Wi = RBii(J i' it is 
much simpler to define, following Misner,13 a matrix {3 
and a scalar C1. by 

ds2 = -dt2 + e2~e2fJii(Ji(Jj 
with det efJ = eTr fJ = 1 (Tr (3 = 0), do the computa­
tion in the frame Wi = e~efJ ij(J j' and transform to the 
desired frame afterwards. Once we have made this 
choice, we can proceed in the same manner as Misner13 

with the addition of the general result 

where d represents an exterior derivative on the forms 
(Ji. By requiring that this exterior derivative represent 
a torsionless, covariant derivative, we have 

dgllv = dfJllv = 0 = wllV + WVIl . 

From these we have 

(Ala) 

(Alb) 

dwO = d(dt) = 0 = -WOi A wi, (A2a) 

dwi = [Q:e~l + e~(t)](Ji A WO + !e~lii€ikl(Jk A (Jl. 

(A2b) 
Defining 

and 

T = U(eP)·e- fJ - e-fJ(eP)·] 

and using (J, = e-~e-fJi'wi, for (A2b) we find 

dwi = Q:wi A WO + [(J + T ]ijw' A WO 

+ 1 -~ 2fJ mAn 
~e e ik€kmnW w. 

If we define r ijm (antisymmetric in i and j) by 

we find that 

(A3) 

(A4) 

and Wii = riimwm + TijWO. The other nonzero w\ 
are WOi = (Q:bi

i + (Jii)wi . 
With these forms at hand we can obtain R fJ from 

IlV~ 

the curvature forms 

(JIlV = dwllv + Wll~ A w~v (A5) 

and the expression (JIlV = tRllv~fJw~ A wfJ. Inserting our 
values for wI'v above, we find 

(JOI = -(J°l 

= -(riJl 
i + 6'li)Wo A Wi 

+ (Q:b\ + (J li)( Q:bi k + (J ik)Wk A WO 

+ (Q:b\ + (Jlj)T ikWO A wk - (Q:b\ + (Jlj)r jkmWm A wk 

- (Q:b2
i + (J2i)T21Wi A WO - (Q:b2

i + (J2j)r2Imwi A wm 

- (Q:b3
j + (J3j)T31Wi A WO - (Q:b3

i + (J3i)r3ImWi A wm 

(with similar expressions for (J02 and (J03) and 

(J23 = (J23 

(A6) 

= - r 23mWo A wm + r 23m( Q:bm i + (J mi + T mi)Wi A WO 

+ r 23mr mikWi A wk - T21r13mWo A wm 

+ T31f21mWm A WO + r21mr13nWm A wn 

+ (Q:b2 
i + (J2i)( Ikb\ + (J3k)W

j 
A wk (A7) 
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(with similar expressions for (ha and (12)' Due to .the 
anti symmetry of 0Il" these six quantities are suffiCIent 
to find R fJ' We may· now calculate R II • = Raila. and Il.a . r 
R = R: by inspection. Inserting our expressIOn lor 
r iik from Eq. (A4), we find that 

Roo = 3& - 3(6:)2 - Tr [CoY], (A8a) 

R11 = & + all + 3(6:)2 + 36:an + [a, 'T]11 

+ te-2a(e4fJn - e4fJ22 - e4fJ
aa + 2e-2fJ

n ), 

(A8b) 

ROi= ie-a[a, e2/l]ikEiik' (A8c) 

R12 = a12 + 36:a12 + [a,'Th2 + e-2a(e4fJ + e-2fJ)12 , 
(A8d) 

R = 6& + 12(6:)2 + Tr [(a)2] + e-2a Tr(e- 2fJ - te4fJ ), 

(A8e) 

with similar expressions for the other Rii . With these 
quantities at hand, we can form the Einstein equations 

RI" - i'fJIl.R = 87TTIl.: 

87TTOO = 3(6:)2 - t Tr [(a)2] - !e-2a Tr (e4/l - 2e-2fJ ), 

(A9a) 

87TTOi = ie-a[a, e2fJ]ikEiik' 

87T(Tn - tTkk) = an + 36:a11 + [a, 'T]11 
+ e-2a[(e4fJ + e-2/l) 

- t Tr(e4/l + e-2/l)], 

87TT12 = a12 + 36:a12 + [a, 'T]12 

(A9b) 

(A9c) 

+ e-2a(e4fJ + e-2
/l)12' (A9d) 

!7TTkk = -2& - 3(6:)2 - t Tr [(a)2] 

_ /2 e- 2a Tr (e4fJ - 2e-2fJ). (Age) 

Once we have these equations in this frame, we can 
define the matrix B by B = A(t)efJ, after Misner,13 
with AT A = 1 and A = -A'T. This definition makes 
BB-l symmetric. If we now define R = ea and Sii = 
(BB-l)Ra and transform to an orthonormal frame 
whose basis vectors are w' = Aw, the Einstein equa­
tions take the form of Eqs. (7a)-(7d). 

APPENDIX B 

In this appendix we wish to present expressions 
for V'I' = VIl,.V·. If we write U = VlJell with the ell the 
basis vectors 'dual to the forms (dt, ai ), then 

dU = dVllel' + Vllw;e. = Ollwoell + Vllw;e •. 

If we allow this vector-valued form to operate on U, 
we get dU(U) = VIl;.Vllell . Inserting wit. from Appen­
dix A, we find, in the orthonormal frame of that 

appendix, 

dU(U) = yyeo + Oiyei + y(6:b~ + aii)Viei 

+ V;(6:b~ + aii)Vieo 

- ViY'Tiiei + VkVmr'kme" (Bl) 

which implies that 

V ,O = yy + 6:(y2 - 1) + aiPp" (B2a) 

Vii = yO; + y6:Vi + yea + 'T)iP, + ri'kVPk' 

(B2b) 

Transforming to the frame w' = Aw, we find that 

V ,O = yy + (R/R)(y2 - 1) + R-3S jjVP" (B3a) 

Vii = yOi + y(R/R)Vi + yR-3Sip, 

- R-1[(BTB);zUkUjEikZ]' 

APPENDIX C 

(B3b) 

In the above work we made use of conservation of 
energy and momentum in the form Til';. = 0. We 
might hope that there were other conservation laws 
related to the conservation of angular momentum 
and circulation (the law of conservation of circulation 
or Kelvin's theorem is discussed by Landau and 
Lifshitz). 25 

If we define27 the differential one-form 

C = [(E + p)/n]Vllwl' 

and the two-form 

WIl.WIl 1\ w· = dC = [(E + p)/n]OIl.wll 1\ w·, 

we have for isentropic flow 

£e(W) = 0, 

which is given in Ref. 27. In certain cases this could 
lead to a conservation law for Wand hence for O. 

If we make the generalization of r = p v . dl (see 
Ref. 24) to r = f aM C, where oM is the boundary of 
some three-submanifold in anyone t = const surface, 
we find that in the notation of Lichnerowicz 

£er = £e r C = r £eC = r {d[i(C)C] + i(C) dC}, 
JaM JaM JaM 

and, because the second term in the integral is zero, 
by Stokes' theorem we have 

£er = r i(C)C = 0. 
Ja(aM) 

In our case neither of these relations leads to simple 
conservation laws. 

27 A. Lichnerowicz, Relativistic Hydrodynamics and Magneto­
hydrodynamics (W. A. Benjamin, Inc., New York, 1967), Chap. 2. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 10, NUMBER 9 SEPTEMBER 1969 

Concerning the Zeros of Some Functions Related to Bessel Functions* 

TIMOTHY H. BOYERt 
Harvard University, Cambridge, Massachusetts 

(Received 28 November 1967) 

The real zeros of the Riccati-Bessel functions (!lI'x)!J.(x), (!lI'x)' Yv(x) , of their derivatives 

d[(!lI'x)'Jv(x)]/dx, d[(!lI'x)' Yv(x)]/dx, 

and of their cross products !lI'x[Jv(x) Yv(Kx) - Yv(x)J.(Kx)] , 

~ [(11';) fJv(X)] ~ [(~) t Yv(KX)] _ ~ [(1T;) t Yv(X)] ~ [(~) \ (KX)] 

are investigated. Expansions analogous to those provided by McMahon and Olver for the zeros of the 
Bessel functions are obtained for the zeros of the derivatives of the Riccati-Bessel functions. The 
analysis of Kalahne for the zeros of the cross product of Bessel functions is considerably expanded and 
analogous results are obtained for the zeros of the cross product of the derivatives of the Riccati-Bessel 
functions. Included are derivations 'of the expansions for large zeros at fixed 11, of asymptotic expansions 
for large 11 at fixed number of the zero, and also asymptotic expansions for the zeros as K -+ 1 and 
K ->- 00. Figures i1lustrating the behavior of the zeros are provided for 11 = 1+ !, where I is an integer. 
These zeros correspond to the TE and TM electromagnetic normal modes inside a conducting spherical 
shell and in the region between two concentric conducting shells. 

INTRODUCTION 

The Functions to be Considered 

Although the literature concerning the zeros of 
Bessel functions is considerable (including a chapter 
in Watson's famous work! and extensive new work 
by Olver2) there are still many gaps in the information 
about the zeros of related functions of interest in 
physical problems. During recent research regarding 
the zero-point energy of the quantum electromagnetic 
field, the author found he required a knowledge of the 
zeros of the Riccati-Bessel functions xjz(x) and 
derivatives d[xNx)]/dx, which zeros correspond to 
the frequencies for transverse electric and magnetic 
normal modes in a spherical cavity with conducting 
walls, and also of the zeros of 

xjz(X) _ xlt{Kx) 

xYz(x) xYI(Kx) 
and 

.E.- (xjz(x» 
dx 

.E.- (xit(Kx» 
dx 
d ' 
- (xYz(Kx» 
dx 

corresponding to the frequencies of the modes in the 
region between two concentric conducting spherical 
shells. A search of the literature concerning these 

.. Research supported in part by the Office of Naval Research 
Nonr 1866(55). 

t Present address: Center for Theoretical Physics, Department 
of Physics and Astronomy, University of Maryland, College Park, 
Md. 20742. 

1 G. N. Watson, A Treatise on the Theory of Bessel Functions 
(Cambridge University Press, Cambridge, England, 1952). 

2 F. W. J. Olver (a) Proc. Cambridge Phil. Soc. 46, 570 (1950); 
(b) 47, 699 (1951); (e) 48, 414 (1952); (d) Royal Society Mathemat­
ical Tables, Vol. 7: Bessel Functions Part III, Zeros and Associated 
Values, F. W. J. Olver, Ed. (Cambridge University Press, Cam­
bridge, England, 1960). 

zeros revealed scant information for the last three 
functions. This paper is the result of the author's 
investigations into the properties of the zeros of these 
functions. 

Section 1 deals with the zeros of (t7TX)!J.(X) , 
(t7TX)!Y.(X), and 

d~[ (~xtJlX)} ~[ (~xtYv(X)l 
where we have chosen to emphasize the generality of 
the analysis by writing the functions in terms of the 
more familiar cylindrical Bessel functions rather 
than the spherical Bessel functions. We sketch the 
results in the published literature regarding the zeros 
of Jv(x) , Y.(x), and then derive analogous results for 
the zeros of the derivatives of the Riccati-Bessel 
functions, including expansions when the number of 
the zero becomes large, following the work of 
McMahon,3 and asymptotic expansions in the 
order v for fixed number of the zero. In Sec. 2 we 
turn to the zeros of 

Jv(x) _ Jv(Kx) 

Yv(x) ¥.(Kx) 
and 

:J (~xtJ·(X)J :x[ (~xtJvCKX)J 
fx[ (~xt YlX)] d [(7TXt r dx 2" Y.(Kx) 

extending the work of KaHihne4 in regard to the 

3 J. McMahon, Ann. Math. 9, 23 (1895). 
• A. Kalahne, Z. Math. Phys. 54, 55 (1907). 
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former function and then developing analogous 
results for the zeros of the latter. Included are deriva­
tions of the expansions for the large zeros at fixed 
order v, of asymptotic expansions for large v at fixed 
number of zero, and also of asymptotic expansions 
for the zeros as K -+ 1 and K -+ 00. Figures illustrating 
the dependence of the zeros on the various parameters 
are provided for v = 1 + t, where 1 is integral. 

Notation 

The notationS of this paper is essentially that of 
Watsonl with some additions introduced by Olver.2 
The cylindrical Bessel functions6 J. (x) , Y.(x) are 
solutions of the Bessel differential equation 

with 

and 

d
2
W +! dW + (1 _ V2) W = 0 (1) 

dx2 x dx x2 

(
X)' 00 (-1r<tx)2r 

J.(x) = - L '"---'---'-"~ 
2 r=or! (v + r)! 

Y.(x) = J.(x) COS.7TV - J_.(x) , 
sm 7TV 

(2) 

(3) 

where for integral v = n, Yn(x),is defined as the limit 
of the above expression as v -+ n. A general real 
cylinder function is a multiple of 

e.,b) = J.(x) cos 7Tt + Y.(x) sin 7Tt, (4) 

where t is a real parameter independent of v and x. 
The spherical Bessel functions7 of order I, jz(x), 

yz(x) are related to the cylindrical Bessel functions by 

Ux) = (~)! JH!(x), y/(x) = (~)! Y;+!(x) (5) 

and satisfy the differential equation 

d~ + ~ dw + [1 _ l(l + 1)]w = O. (6) 
dx2 x dx x2 

The Riccati-Bessel functions, for which no special 
notation seems to have been introduced, are related 
to the spherical Bessel functions by xjz(x), xy/(x), or 
to the cylindrical Bessel functions by (t7Tx)iJH!(x) , 
(t7TX)! YH!(x). These satisfy the differential equation 

d
2

w + [1 _ l(l + 1)]w = O. (7) 
dx2 x 2 

The zeros of the cross products considered in 

• There is a confusing variety of notations, especially in the older 
literature, with symbols sometimes being interchanged from what 
is more common today. See The British Associationfor the Advance­
ment of Science Mathematical Tables, Vol. 10, Bessel Functions Part 
II (Cambridge University Press, Cambridge, England, 1952). This 
book devotes p. xxx to summarizing some of the notations. 

• P. Morse and H. Feshbach, Methods of Theoretical Physics 
(McGraw-Hill Book Co., Inc., New York, 1953). Substitute 
N.(x) for Y.(x). 

1 The spherical Neumann function y,(x) is something denoted 
by n,(x); e.g., in Ref. 6. 

Sec. 2, 

J.(x) J.(Kx) -----, 
Y.(x) Yv(lrx) 

(8) 

fx[ (~)!J.(X)] t[ (~)!J.(KX)] 
:J (~xt Y.(X)] :J (~X)! Y.(KX)] 

(9) 

are the same as those of 

J.(X)Y.(KX) - Y.(x)J.(KX), (10) 
! f 

~[ (~X) J.(X)]:J (~X) Yv(KX)] 

d [(7TX)! ] d [(7TX)! ] - dx ""2 Y.(x) dx "2 J.(Kx) , (11) 

and, using Eq. (3), as those of 

J.(x)J_.(Kx) - J_.(x)J.(Kx), (12) 

:J (~tJv(X)]:J (~X)!'-.(KX)] 
-:J (~xt'-.(X)]:x[ (~X)!J.(KX)l (13) 

The forms (8), (10), and (12) all appear in the 
literature. 

The notation for the zeros again follows that of the 
work in Watson, Olver, and, in part, that of Kalli.hne. 
For nonnegative v, the real zeros of J.(x), Y'(x) , 
J~(x), Y~(x) are denoted, respectively, by j .... y .... 
j~ s' y~ 8' where s is an integer index which for fixed v 
l~bels the positive zeros in order of increasing magni­
tude, except (following a modification by Olver) 
j~,l = O. Since there seems to be no standard notation 
for the zeros of the Riccati-Bessel functions, we 
denote the positive zeros of 

(
7TX)! (7TX)! ""2 J.(x), ""2 Y.(x), 

~[ (~xtJ.(X)l ~[ (~X)! Y.(X)] 

by, respectively,jv ... ji.,.,j~,., ji~, •. When the func­
tions xjz(x) , xyz(x) are involved, we use the above 
notations with v = 1 + t. 

Olver has introduced the notations8 Pv(t) and O'v(t) 
for the zeros of ev,t(x) and e~.t<x) as continuous 
functions of t, If we require Pv(O) = 0 and O'v(O) = 
Kl' then 

jv,s = p.(s), Yv,. = pes - i), 
j~,s = O'.(S - 1), y~,s = O'v(S - t), (14) 

---
8 Actually, pv(-I) and av(-I) are what Olver has called p(v, I) 

and a(v, I). Thus when Olver speaks of negative values of I, we will 
speak of positive values. 
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for positive integral s. The notations for the Riccati­
Bessel functions follow in the same manner, as above, 
so that P.(t) and a.(t) denote zeros of 

(
'1TX)* d [('1TX)* ] 2 C.,t(x) and dx 2 e.ix) , 

respectively. Again we normalize P.(O) = 0 and 
a.(O) = j~.l' and for '/I ~ i find 

.v.,s = p.(s - 1), 
j;,. = a.(s - 1), K. = a.(s - 1). (15) 

When 0 :::;; v < i, d[(!wx)t Y.(x)]/dx has one addi­
tional positive zero below a.o) considered as a 
continuous function of '/I. 

The positive zeros of 

and of 

JvCx) _ J.(Kx) 

Y.(x) Y.(Kx) 

J;(x) _ J;(KX) , K> 1, 
Y~(x) Y~(Kx) 

are here indicated by x •. E .• and X~.E .• when s is an 
integer index labeling the zeros in order of increasing 
magnitude. The positive zeros of 

and 

(!7TX)tJ .(x) (!'1Tx)tJ .(Kx) 

(!7TX)t y.(x) (!7Tx)t Y.(Kx) 

~[ (T)'J·(X)] 

:J (~X)\~(X)J 
fx[ (T)t J.(KX)] 

:x[ (~X)t y.CKX)] 

are indicated in a notation analogous to that above 
by X',E .• , X~'E'" Although it is again possible to 
consider the comparable expressions for the general 
cylinder function C •. t(x) instead of J.(x) , for example, 

C.ix) C •. tCKx) 

C •. t+t(x) C.,t+tCKX) ' 
(16) 

the zeros are the X',K •• above, and are entirely inde­
pendent of t. This is easily seen by noting 

C.,tCx)C •. t+t(KX) - C.,t+t(x)C.,tCKx) 

= J.(x)Y.CKx) - Y.(x)JvCKx). (17) 

Hence, no further notation for the zeros needs to be 
introduced. 

1. ZEROS OF THE RICCATI-BESSEL 
FUNCTIONS AND DERIVATIVES 

Zeros of the Bessel Functions 

The behavior of the Riccati-Bessel functions is 
illustrated in Fig. 1 for / = 0,2, 5. For I = 0, 

-1.0 b) Y' XYa(X)·COS(X) .) f·xis (xl 

C) Y' 'h(x) f) y' xy,(x) 

-2,QL--'-__ .L..-____________ ----l 

FIG. 1. Graphs of the Riccati-Bessel functions xh(x). XYl(X), 
1= 0, 2, S. The curves show the behavior of xh(x), XYl(X) for 1= 
0, 2, S for small values of x. The curves for I = S are shown over 
an extended range so as to indicate their approach to functions 
with sine and cosine oscillations. 

xjo(X) = sin x and xYo(x) = -cos x. If I> 0, the 
function 

. Xl+l 

xlb) - 1 . 3 ·5 ... (21 + 1) 
and 

-1 . 3 . 5 ... (21 - 1) 
xyb)- l 

x 

for x - O. For x - 00, the functions oscillate as 
xh(x) '" sin (x - l'1Tl), XYI(X) "" -cos (x - l'1Tl). This 
summary of some of the properties of these functions 
is already sufficient to suggest a great deal about the 
qualitative nature of the zeros. However, inasmuch as 

xjz(x) = (i'1Tx)tJl+t(x), XYI(X) = (i'1Tx)!Yl+t (x), 

(18) 

the zeros of the Riccati-Bessel functions are the same 
as those of the related cylindrical Bessel functions 
J.(x) , Yix). Hence it is sufficient to reca1l9 the infor­
mation about the zeros of the cylinder functions. 

For real order Y, J.Cx) , J~(x) have an infinite 
number of zeros all of which are real; Y.(x) , Y;(x) 
have infinite numbers of both real and complex zeros. 
All the zeros are simple except for zeros x = O. The 
zeros are interlaced according to the inequalities 

jy,l < jv+l,l < j.,2 < jVH,2 < jv,s < ... , (19) 

Y.,l < Yv+1,l < Yv,2 < Yv+1,2 < Yv,3 < .. " (20) 

v :::;; j~.l < Yv,l < Y;,l < jv,l < j~.2 
< Y.,2 < Y~,2 < j.,2 < j~,s < .. '. (21) 

Figure 2 shows the low zeros jl+!.8 for 1= 0(1)20, 

• Excellent short reviews of these zeros are presented in the 
Handbook of Mathematical Functions [M. Abramowitz and J. 
Stegun. Eds. (Dover Publications, New York, 1965), pp. 370--374, 
440-442J and in the introduction to Ref. 2(d). 
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.. Zeros x = T;+, of;j', (xjl{xl) 

~ 

FIG. 2. Zeros of xj.(x) and d(xh(x»/dx. 

.. 

10 

asymptotically 

J.(x) f"oo.I (2/-TTX)t cos [x - I1T(v + l)], 
Y.(x) f"oo.I (2/1TX)t sin [x - l1T(v + l)], (22) 

C • .tCx) f"oo.I (2/1TX)t cos [x - 11T{v + 1) - 1Tt] 

and, hence, the zeros become those of the corre­
sponding trigonometric functions. McMahon3 has 
provided the expansions1o for the zeros when the 
number S exceeds the order v, s » v: 

j .... Y .... P.(t) 

f"oo.I f3 _ (p, - 1) _ (p, - 1)(7p, - 31) 
8f3 3! 82f33 

4(p, - 1)(83p,2 - 982p, + 3779) (23) 
- 5! 83f3s + ... , 

where p, = 4v2
, f3 = 1T(S + Iv - i) for j •.• ; f3 = 

1T(S + Iv - 1) for y •.• ; and f3 = 1T(lv - t + t) for 
P.(t). For the spherical Bessel functions, we merely 
set I = v - t. In the particular case 1= 0, all the 
higher coefficients vanish and hs = 1TS, Yt .• = 
1T(S - t). 

Olver Asymptotic Expansions for Large v 

and allows graphical illustration of part of the inter­
lacing pattern. For the general real-cylinder function 
C.ix), the positive zeros are interlaced with the zeros 
of C.+l.t(x). Also, the positive zeros of any two 
distinct cylinder functions of the same order v are 
interlaced. 

Asymptotic expansions for the zeros j •.• , Y •.• for 
fixed s and large v have been developed systematically 
by Olver.2 The zeros of the general cylinder function 
C •. tCx) can be expanded in decreasing powers of vi: 

P.(t) f"oo.I v + 1X1(t)V! + 1X2(t)V-! + 1X3(t)V-1 + .... 

McMahon Expansions of the Zeros for Large Numbers 

When the argument x becomes large comJ1ared to 
v, the functions J.(x) , Y.(x) , C •. tCx) approach 

(24) 

The first three zeros of J.(x) , Y.(x), and the values of 
the derivative of the associated function are given by 
Olverll as follows: 

j'.l f"oo.I 11 + 1.855757111! + 1.0331501l-! - 0.0039711-1 
- 0.090811-t + ... , 

j •. 2,....., 11 + 3.2446076v! + 3.158244v-1 - 0.0833111-1 
....: 0.843711-t + ... , (25) 

j.,3,....., 11 + 4.3816712111 + 5.75971311-1 - 0.2260711-1 
- 2.803911-t + ... , 

J~U'.l) f"oo.I -1.113102811-*/(1 + 1.48460611-* + 0.43294v-t - 0.194311-2 + ... ), 

J;U •. 2) f"oo.I + 1.274859811-*/(1 + 2.59568611-* + 1.3234511-t - 1.0687v-2 + ... ), (26) 

J;U •. 3),....., -1.3734258v-*/(1 + 3.50533711-* + 2.4135911-t - 2.642311-2 + ... ), 

Y •• 1 f"oo.I 11 + 0.9315768111 + 0.26035111-1 + 0.01198v-1 
- 0.0060v-t - ... , 

Y •. 2 ,....., 11 + 2.5962685111 + 2.02218311-1 - 0.03572v-1 
- 0.346311-t + ... , (27) 

Y.,3,....., 11 + 3.8341592111 + 4.41023311-1 - 0.1467611-1 
- 1.644411-t + ... , 

y;(Y •. 1),....., +0.955548611-*/(1 + 0.74526111-* + 0.1091Ov-t - 0.018511-2 
- ••• ), 

Y;(Y •• 2),....., -1.206917111-*/(1 + 2.07701511-* + 0.8473911-t - 0.544111-2 + ... ), (28) 

Y;(Y.,3),....., +1.328640411-*/(1 + 3.06732711-* + 1.848101I-t - 1.768111-2 + .. '). 

10 Four additional terms in the expansion are given in Ref. 2(d). 
11 Olver [Ref. 2(d), p. xviii] provides additional terms. Expansions for s = 4 and 5 are provided in Ref. 2(b). 
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The values of the derivatives of the spherical 
Bessel functions or Riccati-Bessel functions at the 
zeros of these functions may be found directly from 
Eqs. (5) and (18) relating these functions to the 
cylindrical Bessel functions, and from Eqs. (26) and 
(28) giving the values of the derivatives of the 
cylindrical Bessel functions at these same zeros. Thus, 
for example, 

[d(Xjl(X»/dx).,=iz+!., = (t7Tjl+t.i J;+lUI+t.S)' (29) 

A visualization of the behavior of the zeros jv.s for 
changing v and s may be obtained from Fig. 2 where 
jl+!.S is plotted for / = 00)20; jl+!.8 < 25.0. The 
zeros for small s are given by '--''11 + lXvi, but the gap 
between low zeros for v fixed increases with increasing 
v. For v fixed and the number of the zero increasing, 
the spacing between the zeros decreases steadily 
toward 7T. See also Figs. 5, 6, and 7, where the Bessel 
function zeros appear as limiting cases. 

Zeros of the Derivatives of the Riccati-Bessel 
Functions 

There is no immediate relation between the zeros 
of d[(t7TX)!Jv(x)]/dx, d[(t7Tx)l Yv(x)]/dx and the zeros 
of J~(x), Y~(x). Thus, we can not in this case shift 
the problem over to a review of the zeros of well­
known functions. However, we still expect the behav­
ior of the zeros of the two sets of functions mentioned 
above to be quite analogous in all qualitative aspects. 
The positive zeros j;.s' ji~.8 of the Riccati-Bessel 
functions are again simple and interlaced for adjacent 
orders and for distinct functions. Figure 2 shows the 
low zeros j;+1.8/ = 0(1)20 plotted on the same 
graph as the zeros jl+l.s = jl+l.s' It is clear that the 
zeros join neatly into a uniform pattern. 

Expansions for Large Number of the Zeros 

The expansions for large zeros for fixed order v 
may be obtained in exactly the style of McMahon. 
The later and more sophisticated derivation favored 
by Watson12 does not seem to be available here since 
the functional relations analogous to those on which 
Watson depends do not seem to have been developed 
yet for d[(t7TX)!Jv(x)]/dx and d[(t7Tx)lYv(x)]/dx. The 
expansions for the cylindrical Bessel functions in 
descending powers of x give 

(t7Tx)lJ.(x) = cos [x - b(v + t)]CPv(x) 

+ sin [x - t7T(V + t)]V'.(x), (30) 

(t7TX)! Yv(x) = -cos [x - t7T(V + t)]V'v(x) 

+ sin [x - !7T(V + t)]CPv(x), (31) 

18 Reference I, p. 50S. 

where 

cp (x) = 1 _ (I-' - 12)(1-' - 3
2

) 

v 2! (8X)2 

(ft - 12)(ft - 32)(ft - 52)(ft - 72
) + -'" 

4! (8X)4 ' 
(32) 

:J (~xtJ.(X)] 
= -sin [x - ~ (v + t)]< cp.(x) - V'~(x» 

+ cos [x - ~ (v + t)]<V'v(X) + cp~(x», (34) 

:J (~)lyv(X)] 
= sin [x - ~ (v + !)]<V'v(X) + cp~(x» 

+ cos [x - ~(v + t)]<CP.(X) - V'~(x». (35) 

If we introduce the general cylinder function Cv.t(x) 
as in Eq. (4), then, from Eqs. (30) and (31), the zeros 
of d[(t7Tx)lCv.t(x)]/dx are given by 

tan [x - 2: (v + t) - 7Tt] = V'.(x) + cp~(x). (36) 
2 CPv(x) - V'~(x) 

Following McMahon, we expand 

arctan (V'.(X) + CP~(X») 
cp.(x) - V'~(x) 

in descending powers of x. Then the sth zero (here 
restricting t to lie in [0, m satisfies 

7T 
X - - (v + t) - 7Tt 

2 

= 7T(S _ 1) + (V'v(X) + CP~(X») 
CPv(x) - V'~(x) 

_ !(VJv(X) + cp~(X»)3 + !(VJv(X) + cp~(X»)5 _ ... 
3 cP.(x) - VJ~(x) 5 CPv(x) - V'~(x) 

= 7T(S _ 1) _ ft - 1 _ (ft - 1)(8# + 184) 
8x 3! (8X)3 

(# - 1)(768ft2 + 96768ft - 834816) 

5! (8X)5 
(37) 
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Using Lagrange's theorem,!3 

x'" {3 _ (p - 1) _ (# - 1)(7# + 17) 
8{3 3! 81{3s 

4(# - 1)(83#2 + 698# - 3661) - _ ... 
5! 83{3s 

(38) 

where {3 = 7T(S + tv - ! + t), 0 ~ t ~ t. Separating 
out the various Bessel and Neumann forms, we get 

{3 = 7T(S + tv - 1) for j~,.; 

{3 = 7T(s + tv - t) for ji~,s' 

{3 = 7T(S + l v - 1-) for ji~,., 

{3 = 7T(t + 1V - i) for a~(t), 

v~ t; 
O~ v < t; 
o ~ t. 

Asymptotic Expansions for Large Order " 

If we write out 

:x[ (~tJ·(X)J = (~xt (J~(X) + 2~ J.(X») (39) 

and recall14 that IJ.(x) I is bounded by O(v-f ) while 
IJ~(x)1 is O(v-f ), it is clear that for large x the zeros 
of d[(t7TX)tJ.(x)]/dx approach those of J~(x). Thus in 
the expansion derived above in Eq. (38) for the sth 
zero s » v, the first two terms in the expansion are 
identical with those found by McMahon3 for the 
zeros of J~(x). Also, since the first zero j;,l of J~(x) is 
larger than v and both J~(x) and (2x)-V.(x) are 
positive for 0 < x < j~,l' and further since 

I (2X)-lJ.(X) I < O(v-t ) for x > v, 

it follows that all the zeros of d[(t7TX)!J.(~)]/dx 
approach those of J~(x) for large v. Thus we must have 
J~,. "" v + OCI .• Vf + E, where OCI,. coincides with the 
coefficient for the expansion of the zeros j~ • of J~(x) 
and E --* 0 as v --* 00. An analogous argu~ent can 
be made for d[(l7Tx)t Y.(x)]/dx for v > 1. 

In order to obtain the asymptotic expansions for 
the zeros as the order v --* 00, we take advantage of 
Olver's expansionsls for the cylindrical Bessel func-

{ d [(7TX)l ]} 0= -,- - e (x) 
dx 2 .,t "'=.+«1.11+< 

tions in the region x = v + TV!: 

2f 
J~m)(v + TVf ) '" -1-( -) Ai (_2fT) ')Ill" m+l 

X f A:'(T) + ~ Ai' (-2fT) i B:'(T) (40) 
.=0 vi. vf ("'+1) ,=0 vi. ' 

2f 
y~m'(v + TVf ) '" - -1(- Bi (_2fT) 

vll" m+l) 

X f A:'(T) - ~ Bi' (-2f T) i B:'(T). (41) 
8=0 vf• Vf (m+1) 8=0 vi. 

The superscript m indicates the derivative of the 
Bessel functions, and J!O) == J. , Y!O) == Y.. The 
functions Ai and Bi are the Airey integral functions. 
The coefficients A:'(T), .8:'(T) are polynomials in T 
determined in the derivation of the expansions. The 
first few coefficients A~( T), B~( T) are 

A~ = 1, A~ = --b, 
Ag = -1~oT5 + 335T2, 

A~ = 7905070T6 - 3\7530T3 - 2~5' 

B~ = 0, B~ = !or2
, 

(42) 

Bg = _~z.,.3 + lo, 
B~ = -10900T7 + 3

6
1VOr

4 
- 3~~oT, 

and the terms A:'(T), B:'(T) may be found from the 
recurrence relations 

A:'+l(T) = :T A:'(T) + 2TB:'(T), 

B:'+l(T) = -A:'(T) + !!.- B:'(T). (43) 
dT 

Here again, it is quite as easy to handle the general 
Riccati-Bessel function (t7Tx)le.,t(x) as it is to handle 
the Bessel and Neumann forms individually. We 
expand d[(i7Tx)le •. t (x)]/dx in a Taylor series about 
x = v + oclVf , and require that it vanish at x = 
v + OClVf + E corresponding to the zero a~(t). Com­
paring coefficients of powers of v, we determine the 
expansion E = OC2V-f + ocav-l + oc4v-t + ..•• Thus 

'" m.=m+l ( +1)' [( )11 ] = I ~ I m . m( -1) ... (t - r + 1) TTX --;: e~~+l-r)(x) 
m=O m! r=O r! (m + 1 - r)! 2 x "'=.+«1.1 

f'-..J I ~ L m . m( -t) ... (t - r + 1) 7T V OCIV '" mr=m+l ( +1)' [( + f)J1 1 
m=O m! .=0 r! (m + 1 - r)! 2 (" + Ot1"fr 

( 
2* 00 Am+l-r(oc) 

X f( 2 ) [(cos 7Tt) Ai (-2focl) - (sin 7Tt) Bi (-2f oc1)] I · i I 
"m+-r 8=0 VB 

2* '" Bm+1-,( ») + v}(m+2-.) [(cos 7Tt) Ai' (-2focI) - (sin 7Tt) Bi' (-2fOCl)] .~o • viB OCI . (44) 

13 See, for example, E. T. Whittaker and G. N. Watson, A Course of Modern Analysis (Cambridge University Press, Cambridge, 
England, 1962), pp. 132-133. 

U We have J.U~,,)""" v-i , J;U.,.)""" v-I for large v. See the expansions, Eqs. (40) and (41) below. 
16 See Ref. 2(e). 
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Now the coefficient «1 is determined by the condition 

(cos 'TTt) Ai' (-2!«1) - (sin 'TTt) Bi' (-21«1) = 0, 

which we see from the asymptotic expansions (40) and (41) is the same condition that 

e~iv + «IV!) = 0 + 0('1'-*). 

Removing the common factors from (44), we arrive at the equation 

«) Em r=m+l (m + I)! 1 1 00 A;,+l-r«(l) 

o '" ~o m! r~o r! (m + 1 _ r)! (t)(-t)· .. 0 - r + 1) (v + «lV!r V!(m+2-r) s~ vis 

From this expansion, with E "" «2V-! + «3'1'-1 + «"V-i + ... , we find 

3 -1 3 2 9 -3 + 1 1 3 «2 = 20«1 + 10«1, «3 = -800«1 TOO - 350«1, 

«4 = 1 6
2
0
7
00«1

5 
- 40

9
oO CX12 - 6

1
/0

5
0
7
0 CX1 - 6~~~OCX~. 

1735 

(45) 

(46) 

(47) 

(48) 

The zeros16 for the Bessel function form of e:}x) require 0 = Ai (-21cxl) and for the Neumann form 
o = Bi (-2!cx1). The asymptotic expansions for the first five zeros j;,s of d[(t'TTx}tJ.(x)]/dx are 

j;.I,...., v + 0.8086165vt + 0.381660v-t - 0.01279'1'-1 - 0.0205v-i + ... , 
j;.2"" '1'+ 2.5780961vt + 2.052156v-! - 0.03962'1'-1 - 0.3958v-i + ... , 
j:.3,-....;V + 3.8257153vt + 4.430038'1'-* - 0.15018'1'-1 - 1.7173v-t +"', (49) 

j;.4,-....; '1'+ 4.8918203'1'* + 7.209635v-! - 0.32456'1'-1 - 4.4671v-t + ... , 
j:,5 I"-.J v + 5.8513010'1'* + 10.296952'1'-* - 0.56244'1'-1 - 9.0480v-t + ... , 

and of d[(l'TTx)t Y'(x)]Jdx are 

Y:.1,...., '1'+ 1.8210980'1'* + 1.077287'1'-* - 0.00912'1'-1 - 0.1263v-t + .. " 
Y:.2,-....; v + 3.2328653'1'* + 3.181824'1'-* - 0.08687'1'-1 - 0.9055'1'-1 + ... , 
Ka,-....; v + 4.3751914'1'* + 5.776974'1'-1 - 0.22942'1'-1 - 2.8873'1'-1 + .. " 
Y:.4,-....; '1'+ 5.3823170'1'* + 8.718670v-t - 0.43556'1'-1 - 6.5053v-t + .. " 
Y •. s '"" v + 6.3021240'1'* + 11.938832'1'-* - 0.70519'1'-1 - 12.1392v-t + .. '. 

(50) 

We can also make use of the Olver asymptotic expansions (40) and (41) to obtain the value 
[t'TTi1~(t)]le.,t(i1~(t)) of the Riccati-Bessel function at the zero of its derivative. Thus we expand e •. t(i1~(t» in 
a Taylor series about v + cxlvi, so that 

e • .t<i1~(t» = i Em e~:,:)(v + CX1V*) 
m=om! 

«) Em { 2* * * 00 Am(cx) "" L - *(m+l) [(cos l7t) Ai (-2 CXl) - (sin l7t) Bi (-2 cxl )] L ~ 
m=om! v 8=0 '1'8 

2f * * «) Bm(cx)} + *(m+l) [(cos 'TTt) Ai' (-2 CXl) - (sin l7t) Bi' (-2 c(1)] L ~ , 
v ~ ~ 

where 

(51) 

(52) 

The second part of the expansion (51) vanishes by the original choice of CX1 in Eq. 
expression can be expanded in descending powers of vf to give 

(45). The remaining 

_, (2)! A. ( (h O2 Os ) ev.t(av(t»,-....; - t 1 + "1 + t + '2 + ... 
17 'If V 'If V 

(53) 

16 Zeros of the Airy functions may be obtained from British Association for the Advancement of Science Mathematical Tables. Part­
Vol. B, The Airy Integral. J. C. P. Miller. Ed. (Cambridge University Press, Cambridge. England. 1946). 
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with 
(54) 

01 = -flXl' O2 = -A10lXlI + 3~01X~, 
Oa = 2 0

9
0 OlXla + 1~~~0 + 15S79501X~. (55) 

The value of the Riccati-Bessel function is 

(!7T(j~(t»tC •. t(a~(t» "" 1.",1(1 + w1",-i + W2",-t + Wa",-2 + ... ), (56) 
where 

WI = 1301X1 , W2 = 4~01X11 - 19o1X~, 

Wa = -s09001X13 - 3~~~0 - 12~~001X~. (57) 

For the Bessel and Neumann forms, the expansions are given by 

(!7Tj~)tJ.(j~'l) "" +0.8458430",1(1 + 0.242585",-i - 0.00440",-* - 0.0240",-2 + ... ), 

(t7TX,2)tJ.(j~,2) "" -0.6616576",1(1 + 0.773429",-i - 0.31885",-* - 0.0290",-2 + ... ), (58) 

(t7Tj~,3)tJ.(j~,3) r-.J +0.6006911",1(1 + 1.147715",-i - 0.71547",-* - 0.0453",-2 + ... ), 

(t7Tji~,iY.(ji~'l) "" +0.7183921'1'1(1 + 0.546329",-f - 0.15110",-* - 0.0244",-2 + ... ), 

(t7Tji~,2)tY.(ji~,2) "" -0.6261400",1(1 + 0.969860",-i - 0.50815",-* - 0.0359",-2 + ... ), (59) 

(t7TK3)t Y.(Ka) "" +0.5810516",1(1 + 1.312557",-i - 0.93830",-* - 0.0569",-2 + .. '). 

In Sec. 2, we are interested in the values of the 
second derivative of the Riccati-Bessel functions at 
the zeros a~(t) of the first derivatives. These values 
may be found from the expansions given above for 
<t7T(j~(t»tcv,t(a~(t» and the differential equation for 
the Riccati-Bessel functions 

d
2 

[(7TX)t ] ( 4",2 - 1) (7TX)t dx2 2 C.,ix) = - 1 - ~ 2 Cv.lx). 

(60) 

Alternatively, one can expand the second derivative 
directly and again employ the Olver asymptotic 
expansions (40) and (41). We find 

d
2
2[(7TX)tC •. tCx)] "" I.

t
(15o + 15i + 15; + ... ), 

dx 2 X=<1vCt) '" '" '" 

where 
150 = -21X1' 151 = - laoIX1

1 + tlXi, 

152 = 4ZoIX13 + 2
9
0
9
0 - ;~~lXi· 

2. ZEROS OF THE CROSS PRODUCTS OF 
RICCATI-BESSEL FUNCTIONS AND OF 

DERIVATIVES 

Zeros of the Cross Product of Bessel Functions 

(61) 

(62) 

The frequencies for transverse electric normal 
modes in the region between two spherical conducting 
shells are given by the zeros of the function 

xit(x) _ xit(Kx) 
(63) 

and, hence, these were the zeros of original interest 
to the author. However, since these zeros are identical 
with those for 

Jv(x) Jv(Kx) - - --, '" = I + t, (64) 
Y.(x) Yv(Kx) 

we will again phrase our results in terms of the more 
familiar cylindrical Bessel functions Jv(x), Y.(x). The 
zeros X

V
•
K

•
S 

of (64) have been investigated by 
Kaliihne,' and more recently some of the zeros for 
'" = I + t have been computed by Chandrasekhar 
and ElbertY After reviewing some of Kaliihne's 
results, we present deri'Vations for asymptotic expan­
sions of the zeros for large "', and for large and small 
K. These expansions do not seem to have been 
presented previously in the literature. In some cases 
they confirm and in some contradict Kaliihne's con­
jectures about the behavior of the zeros. Graphs 
showing the behavior are provided for '" = I + t 
with I integral. 

For real", and K> 1, the function in (64) has an 
infinite number of zeros all of which are real,18 The 
positive zeros x •. K •S are simple. The zeros are inter­
laced in adjacent order in qualitatively the same 
fashion as the zeros of the cylinder functions evjx). 
Many of the qualitative features of the dependence 
of the zeros xv•K •S on", and s can be seen from Fig. 3, 

17 S. Chandrasekhar and D. Elbert, Proc. Cambridge Phil. Soc. 
49, 446 (1953). 

18 A. Gray and S. B. Mathews, A Treatise on Bessel Functions 
(Macmillan and Co., Ltd., London, 1922), 2nd Ed., p. 82. Also 
Ref. 1, p. 507. 
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"l' , 
20.0~ • t .... 
{ 

I I I I I 

... 

.. 

. . . .. 
15.0~ • 

~ .. ' 

10.0~ • 

~ .' 

t' 
'f . . 

I I I I I ! T I 

• Zeros x:: Xf+~,2,S 

ip) ii2X) 
of YP) - YrI2X) 

0.00 ~ ---'---'-...l--'----.;-L-JLJ--L~-L---.L-L..l-1-1-LJ~--.J 
I n 

FIG. 3. Zeros of (h(X)/Yl(X» - (h(2X)/YI(2x». 

showing the small zeros xl+p .• for 1= 0(1)20. This 
figure also should be compared with that for the 
Bessel function zeros jH!.8 in Fig. 2. 

All the essentials of the behavior of the zeros can 
be understood by superimposing the graphs of 
J.(x)/ Y.(x) and Jv(Kx)/ Y.(Kx) as in Fig. 4 fou = 5t. 
The pattern can be thought of as the same curve with 
two different scales for the abscissa governed 'by the 
parameter K. We return repeatedly to this notion 
when discussing the expected qualitative behavior of 
the zeros. 

4 c,-----c-:-:-----,------,.---rr---~~ 

----y~~ 
Y5 1x) 

30 

20 

11.0 

isl1x) 
- Y~ Y5 11x) 

O.OI---t--d:;~-+--*~-+--~\---+-----j~--+~-"cj 
10 2.0 

-1.0 

-2.0 

-30 

_40L-_____ _L ___ 1-_---.l~ ___ l _ __.J 

FIG. 4. Fun<:tionsj.{x)/y.(x) andj.{2x)/y.(2x). The intersections of 
the curves give the zeros x't, '" of (j.(x)/y.(x» - (j.(2x)/y.(2x». 

Expansions of the Zeros for Large Numbers 

The expansion for the large zeros XV,E,S of (64) for 
fixed v was carried out by McMahon on the same 
paper3 in which he developed that for the zeros of 
J.(x). We repeat his result here: 

x "" f3 + l!. + q - p2 + r - 4pq + 2l ... 
V,E,' f3 f33 f35 +, 

(65) 
where 

f3 = 7Ts/(K - 1), I' = 4v2, 

P = I'8-K 1 , q = (I' - 1)(1' - 25)(K
3 

- 1) 
6(4K)3(K - 1) 

r = (I' - 1)(1'2 - 1141' + 1073)(K5 
- 1) 

5(4K)?(K - 1) 
(66) 

Figure 5 for v = 5t shows the approach of the large 
~er~s XV •E • S to multiples of 7T for increasing s, and 
mdlcates that as K becomes large, the approach to this 
limit becomes progressively slower, as is indicated 
by (65). 

Limit as K--+-1 

The form of the McMahon expansion (65) and 
the appearance of Fig. 5 suggests the behavior of the 
zeros in the limit as K --+ 1. We note that all the 
expansion coefficients (66) go to constants as K --+ 1 
since all involve (Kn - 1)/( K - 1). Now f3 r::. 
(K - 1)-1 and hence becomes increasingly large as 
K --+ 1. Thus all of the zeros become large in magni­
tude as K --+ I, and all approach 7T/(K - 1) according 
to the expansion (65). The first term may be found 
directly by substituting directly into (64) the asymptotic 

FIG. 5. Zeros of 

(j.(x)/y.(x» 

- (j.(Kx)/y.(Kx» 

(orK=2,10;K--+-I, 
ro. The zeros x.hE.s 
for s = 1 2 ... 12 
are given' fo; the'val­
ues of the parameter 
K = 2, 10 and limits 
K--+-I, K--ro. The 
straight line y = 1TS 

gives the K -- 1 limit 
of(K - 1)xs!.E,8,and 
also the s __ ro limit 
for any finite K. The 
Iiney = 1T(S + !)gives 
the K -- ro limit of 
(K - l)xsl.E.,for s» 
5. The K __ ro limit 
points of (K - 1) X 
X.t,E .• are the zeros 
j.t .• of J.(x). 

30 

20 

0) y= lfS. Limit k -, 

bJ Y~ Ik-1)X5~ 'k,' .k ~ 2 

cJ y~(k-'JX5~.k, •• k·'O 

d) y= j5~,S. Limit k""co 

eJ y'TT(5+ tl. Limit k-", 
5»5 

10 
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14 r--,..------,---r--,..------, 
FIRST ZERO 

a) 'J : 1T Limit as k-.1. 

12 bl Y~(k-IIX5t.k.1 

10 

cl Y=JS+,I(K;ll. Limit as k~a:> 

SECOND ZERO 

dly=2Tr. Limit as k ...... 1. 

01 y~(k-IIX5t.k.2. 

8 fl Y:ist'2 (1<;'). Limit /'/ 

y as k _fl), / / 

~~-=~~--~-~~-- -----­
I 

I 
I 

I b,.­
I / 

/. /'" __ / __ L ___ _ ..9... ______ _ 

I / 
/ / 

I / 
/ / 

1// 
1/ 

1,/ 

O~-~-~-~~-~--J 
~ 1] 

forms holding for large X: 

FIG. 6. First two 
zeros of 
(j_(x)/y_(x» 

- (i.(KX)/y_(Ioc» 

as a function of K. 
The dependence on 
the parameter K of 
the first two zeros 
X •• K.. of (64) for 
v = 51 is indicated 
by the solid curves b 
and e. The broken 
curves indicate the 
limiting behavior as 
K ->- 1 and K ->- 00. 

The values of the 
zeros j_ ••• of j_(x) are 

j_lot 

= 9.355812111043. 

hl.B 
= 12.96653017277. 

J.(X) r-.J (2/7Tx)1 sin [x - t7T(V - t)], 
YvCx) r-.J -(2/7Tx)1 cos [x - t7T(V - t)]. (67) 

We arrive at the requirement for a zero at x: 

tan [x - t7T(V - m r-.J tan [Kx - t7T(V - m, (68) 

which requires 

Kx - t7T(V - t) """'7TS + X - !TT(v - !) 
or x r-.J 7Ts/(K - 1), (69) 

as found above. 
Figures 5 and 6 indicate the behavior of the low 

zeros for v = st. It is clearly convenient to plot 
(K - l)xv •K •• rather than simply X V •K •• , so that as 
K -+ 1 the values become multiples of 7T. 

Limit as K -+ 00 

Juxtaposition of the graphs for J.(x)/ YvCx) and 
J.(KX)/ Y.(Kx) allows one to decide on the qualitative 
features of x •. K •• in two more asymptotic limits; for 
fixed v and K -+ 00 or for fixed K and '1'-+ 00, the 
low zeros become the zeros j •.• /K of J.(Kx)/YvCKx). 
We now consider these limits separately in some 
detail. 

In order to obtain the asymptotic expansion for 
x •. K •• as K -+ 00, we expand JvCKx)/Y.(Kx) with 
x = X V•K •• = (jv .• / K) + ~ in a Taylor series about 
jv .• / K, and expand J.(x)/ Yv(x) in ascending powers 
for small argument x = x •. K •• ' Thus the condition 
for a zero of (64) is 

€K.!!(J.(Z») + €2 K2~(JvCZ») + ... 
dz YvCz) '=;v.. 2! dz2 Y.(z) '=; •.• 

=J.(U •. s/K) + €), (70) 
Yv(U ••• / K) + €) 

where 

J·e;- + €) = Ge;s + €) r 
X i (-lnt(Uv .• / K) + €)]2r 

r=O r! (v + r)! 

(
jv •• )· 1 

r-.J 2K r(v + 1) , 
(71) 

Xr=fl (v - r - 1)![!(jv.s + €)J2r 
r=O r! 2 K 

+; In [~e~' + €) }ve;s + €) 
[t«(} •.• / K) + €)]V 

7T 
co 

X L {?p(r + 1) + ?p(v + r + I)} 
r=O 

X (-lnt(U •. s/ K) + €)]2r 

r! (v + K)! 

,...,,,;In C;), '1'=0, 

"" - - r(v)"!'!'! , v > O. 1 (j )-v 
7T 2K 

(72) 

The first approximation for € may be found by 
ignoring higher powers of € on both sides of Eq. 
(70). Dividing through by 

K .!!(JvCZ») - _ ~ K' (J'(' »2 (73) 
d Y () _. - 2 lv.. • 1... , 

Z v Z '-lv•s 

we have 
-1 

'1'=0, € "" , 
Kjo •• (J~Uo.s»2In (K/jo .• ) 

2Uv •• /2K)2V 
"" 2 ' V > O. (74) 

Kjv .• (J;Uv .• » r(v)r(v + 1) 

In obtaining Eq. (73), we have employed the 
Wronskian relation for the Bessel functions 

JvCZ)Y~(Z) - Y.(z)J~(z) = 2/7TZ. (75) 

In every case, € = 0(1/ K), going to zero faster than 
1/ K, so that, as conjectured, Kx •. K •• -+ j •.• as K -+ 00. 

The full functional dependence of € on K must be 
found by comparing both sides of Eq. (70). 

The analysis for v = I + t, I integral, is simpler 
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algebraically since both Nx) and YI(X) allow expan­
sions in ascending powers of x: 

. Xl { tx2 

il(x) = 1 - --=---
1 . 3 . 5 ... (21 + 1) I! (21 + 3) 

(tx2
)2 } 

+ 2! (21 + 3)(21 + 5) - ... , 
(76) 

Y (
x) _ -1 . 3 . 5 ... (21 - 1) {1 _ tx2 

I - Xl+l 1! (1 - 2/) 

(tx2
)2 } 

+ 2! (1 - 21)(3 - 2/) - .. , . (77) 

Using these expressions in place of Eqs. (71) and 
(72), we find € allows an expansion in descending 
powers of X starting at X-(21-1-2) so that 

• ( • )21-1 
h+l.. h+l .• 

XI+!.K.S ,...." K - X21+2(j;UI+l.S»2 

(21 + 1) + 0(X-21-4). (78) 
(1 . 3 . 5 ... (21 + 1»2 

When v becomes large, we can employ the v 
asymptotic expansions of Eq. (25) for the Bessel 
zeros j •.• , and of Eq. (26) for J~(j •.• ), and hence may 
write x •. K •• entirely in terms of fractional powers of v 
with coefficients given explicitly on Sec. 1. 

The dependence of the small zeros x •. K •• of (64) 
for v = 5t is shown in Figs. 5 and 6. For all v > t as 
X -+ 00, the zeros approach straight lines Y = 

j •.• [(X - I)! x] corresponding to the asymptotic 
behavior of the zeros as x •. K •• '" j •.• ! X. We remark 
that Kaliihne has plotted a comparable graph19 with 
a different abscissa and hence the asymptotic form 
as x -+ 00 is more complicated, and indeed even 
erroneous in those (dashed) curves which Kaliihne 
drew by conjecture without numerical computations. 

Limit as 11 -+- <Xl 

For any fixed X> 1, as the order v of the Bessel 
functions increases, the zeros x •. K •• again become the 
zerosj •.• ! X of J.(xx)!Y.(Xx). This follows because the 
initial flat region of J.(x)!Y.(x) seen in Fig. 4 becomes 
proportionally longer compared to the distance 
between the zeros. Indeed, the distance to the first 
zero is O(vi ), so that for increasingly large v, the 
function J.(Xx)j Y.(Kx) crosses the graph of J.(x)j 
Y.(x) an increasing number of times in this region 
where the latter's value becomes progressively smaller. 

The asymptotic form for the zeros may be obtained 
in much the same way exploited in the previous 

18 See Ref. 4, p. 78, Fig. I, and also KaHihne's conjectures in the 
text regarding the asymptotic behavior. 

section. We expand J.(I0c)!Y.(Xx), X = x •. K •• = 
(j •.• ! X) + e in a Taylor series about j •.• ! x, while for 
J.(x)! Y.(x) the Debye asymptotic expansions are 
suitable. Thus the requirement for a zero of (64) at 
(j •.• ! x) + e is 

J (j •.• + e) "" _ex..!...p~[v~(t_an_h....!fJ~-.,..!-fJ~)] 
• X (217V tanh fJ)l 

x {I + ,~ u,(C::h fJ)}, (80) 

-.!...+e,....,--=--=-----'---:.....,,....-..:....:...: Y (
j. • ) -exp [-v(tanh fJ - fJ)] 

• X (t17V tanh fJ)l 

X {1 + ,~ (-lr u,(C::h fJ)}, (81) 

where 

sech fJ = jv •• + :: 
vK v 

'" 1- (1 + IX v-t + IX v-t + ... ) + ~ (82) 
K 1 2 V 

and the u,(t) are polynomials 

u1(t) = 214(3t - 5t3
), 

U2(t) = 11\ 2(81t2 - 462t4 + 385t6
), •• '. (83) 

We note that inasmuch as x > 1 is required, there is 
some Vo above which j •.• !v X < 1, and we can find a 
real number fl. > 0 such that 

1 . 
sech fl. = - J., •. 

Xv 
(84) 

Since tanh fJ. - fl. < 0 for fJ. > 0, the first approxi­
mation for e is exponentially small in v: 

€"" 
17 exp [2v(tanh fJ. - fJ.)] 

(85) 

We have again used Eq. (73) to rewrite 

d (J.(KX») 
dx Y,,(xx) .,=; •.• /K • 

The full asymptotic expansion should be obtained by 
using asymptotic expansions (25) and (26) for j •.• 
and J~(j •.• ) to obtain those for all the coefficients of € 

on the left-hand side of Eq. (79)-which is possible 
since the Bessel functions satisfy a second-order 
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differential equation-and then comparing terms in 
exp [2'11 (tanh f3. - f3.)] times fractional powers of 
v-Ion both sides of Eq. (79). 

Figure 7 shows the approach of the low zeros 
Xl+!.K.8 to jl+! .• / K for K = 2, s = 1, 2 as / increases 
from 0 to 10. Note that the ordinate has been chosen 
as y = KXl+!.K.8 so that the normalization is different 
from that of Figs. 3, 5, and 6. For given V and large s, 
or for given v and K --+- I, we saw that the zeros 
x •. K •S ,....., 7Ts/(K - I), and it was thus convenient to 
plot (K - l)xV •K •

S
' However, for given v and large K 

or for given K and large v, the zeros XV •K • S ""'" jv .• / K. 

Thus to illustrate these limits it is most convenient 
to plot KXV •K •

8
, as is actually done only in Fig. 7 for 

v --+- 00. The limit for large K was illustrated by ap­
proach to the straight lines of Fig. 6, involving the 
(K - I)X

V
•
K

•
8 

normalization. No single graph seems' 
to provide easily the information for all asymptotic 
limits. 

Zeros of the Cross Product of the Derivatives of 
the Riccati-Bessel Functions 

Corresponding to (64) for the Riccati-Bessel 
functions, or Bessel functions equally well, we wish 
finally to consider the zeros of 

18.0 

16.0 

14.0 

d 

12.0 

100 

20 

t[ (~)!J.(X)] 
d:[ (~X)! y.(X)] 

y = kXht,k,S 

0) $=1, limit k_co 

b) sol. ko 2 

C)S::2,limit k_co 

d)so2.ko2 

(86) 

FIG. 7. First two zeros 
of 

(h(X)/YI(X» 

- (h(KX)/YI(Kx» 

for 0 ~ I ~ 10, K = 2, 
K -+ 00. The first two 
zeros xZ+!.K.B of (64) for 
small values of v = I + ! 
are given as KXI+t.K.B for 
K = 2, K -+ 00. As I in­
creases, curves for finite 
K approach the results 
h+i., for the K -+ 00 
limit. 

FIG. 8. Zeros of 

I I I I I I 

d(xh(x»/dx 
d(xYz(x»)/dx 

• Zeros X':X~+i12,s 

~ (xi f IX ) !x (Xi,12XI) 
01-- - ---
~ (XY,IXI fx (xy,12XI) 

d(xh(2x»/dx 
d(xyz(2x»/dx 

'j 
'J , 1 
'~ 

1 
.~ 

20 

involving the derivatives of the Riccati-Bessel 
functions. This can also be written in terms of 
spherical Bessel functions as the function 

~ (Xjl(X» 
dx 
d 
-(XYl(X» 
dx 

d 
- (xYl(Kx» 
dx 

(87) 

which arises for the transverse magnetic normal modes 
in the region between two spherical conducting shells. 
We find that the behavior of the zeros X~.K.S' as seen 
for example in Fig. 8 for K = 2, is roughly analogous 
to that of the x •. K •S which were considered above, 
except for the somewhat irregular behavior of the 
first zero. 

Figure 9 shows the graphs of 

t[ (T)tJv(X)] 

~[ (~X)! Jv(X)] 

for K = 2, '11= 5t, plotted on the same axis. The 
abscissas of the intersection points of the graphs 
correspond to the desired zeros. We note that for 
v > t here, in contrast to the case for (64), because 
the first positive zero of d[(t7TX)tJv(x)]/dx lies below 
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4.0.--------,---,---,----r-r1 
-!x(xj,(xl) 

---Y' 
-!x-(xy,(XI) 30 

-1.0 

-3.0 

-4.0L-------~---'---------'----'----'-.J 

FlO. 9. Functions 

d(xj.(x»/dx d d(xj.(2x»/dx 
d(xy.(x»/dx an d(xy.(2x»/dx . 

The abscissas of the points of intersection are the zeros X~l,2 •• of (86). 

the first positive zero of d[(trrx)! Yy{x)]/dx, the lowest 
zero of (86) occurs below the first infinity of 

Otherwise Figs. 9 and 4 look remarkably similar. The 
infinite numbers of zeros and interlacing patterns for 
orders v differing by one unit are again expected, 
and are illustrated in Fig. 8 for the case K = 2. 

Expansions for Large Number of the Zero 

The expansion for the large number s of the zero 
can again be derived after the manner of McMahon's 
work. Writing the Bessel functions in terms of 
trigonometric functions and a series in descending 
powers of x as in Eqs. (30) and (31), and noting that 

t[ (~t Jv(X)] 

:x[ (~X)!Yv(X)J 
-tan [x - :!!. (v + i)] + (tpiX) + <p~(X») 

= _----::.....-_2 __ ....::-_~<p...:.v(~x.:....) _-~tp:....:.~(~x~) 

1 + tan [x - :!!. (v + t)] (tpiX) + <P~(X») 
2 <pix) - tp~(x) 

= tan [-x +!!. (v + t) + arctan (tpiX) + <p~(X»)J, 
2 <pix) - tp~(x) 

(88) 

we see that the condition for a zero x = X~.K •• of (86) 
is 

-x + :!!. (v + t) + arctan (tpv(X) + <P~(X») 
2 <Pv(x) - tp~(x) 

n = n(s - 1) - Kx + - (v + t) 
2 

+ arctan (tpv(KX) + <P~(KX»), (89) 
<p.(Kx) - tp~(KX) 

where s is an integer. We have introduced the notation 
s - 1 so that (89) gives the sth positive zero. Expand­
ing the arctangent functions in inverse powers of x 
under the assumption that the arguments are small 
as in Eq. (37), and then applying Lagrange's theorem 
to obtain an expansion in inverse powers of f3 = 
n(s - l)/(K - 1), we find 

2 r 4 +2 3 
-I '" f3 + !!. + q - p + - pq p + ... 
XV,K,. f3 f33 f30 ' 

(90) 

where p, q, r are related to the coefficients of Eq. (37) 
by factors of K, so that fl = 4v2

, 

fl - 1 (fl - 1)(fl + 23)(K3 - 1) 
p = 8x' q = 6(4K)3(K- 1) , 

r = (fl - 1)(fl2 + 126fl - 1087)(K
5 

- 1) (91) 
5(4K)5(K - 1) 

Thus for fixed order v, the large zeros become 
X~.K .• r-..J n(s - 1)/(K - 1). Note that if we replace 
s - 1 by s, this is the same form found for the zeros 
X V •K •• of (64). The large zeros of X V •K •• of (64) and 
X~.K .• of (86) go asymptotically to the same values 
rather than to values midway between zeros of the 
other function as was found for the pair 

(tnx)!evix), d[(tnx)!ev.t(x)]/dx, 

which we consider in Sec. 1. Also, we notice that the 
first correction terms of Eqs. (65) and (90) are 
identical. 

Limit as K ~ 1 

In the limit as the parameter K --+ 1 for fixed order 
v, we may essentially repeat the same arguments given 
for the previous case of the zeros X V•K •• ; all the zeros 
X~.K.S except the first become large, and the expansion 
in terms of Eq. (90) becomes valid for all X~.K .• for 
s > 1. The first zero X~.K.l' however, remains finite, 
and for v > t becomes the first maximum of 
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30 

y 

20 

01 y'1I(S-II.Umit k-+I. 

bl Y'(k-tlii'st,k", k'2. 

cl y'(k-tli:~.L'k", k'iO. 
2 

dJ Y : 1;.!...,5 limit k-+ (0. 
2 

01 Y '11(,+2), Limit k-+co, 
s» 5· 

FIG. 10. Zeros of 

d(xi.{x»/dx 
d(xYa(x))/dx 

d(xj.(2x)/dx 
d(xYa(2x»/dx' 

for K= 2,10; K-+ 
I, 00. The zeros 
X6t.K.' for s = 1,2, 
.. - , 12 are given for 
the values of the pa­
rameter K = 2, 10, 
and in the limits K -+ 
I, K-+ 00. The curve 
y = 7T(S - I) gives 
the K -+ I limit of 
(K - l)x61.K." and 
also the s -+ 00 limit 
for any finite K. The 
K -+ 00 limit of (K -
l)x6t.K •• are the zeros 
}&l •• for d(xj.(x»/dx. 
The curve y = 7T(S + 
2) gives the K 00 -+ 

limit of(K - l) X'.K •• 
for s» 5. 

seen for example in Fig. 9. As 'JI- t, this maximum 
migrates to the origin, becoming X~.K.l = 0 for 
o ~ 'JI ~ t. See also Fig. 12 in this connection. 
Alternatively, if we plot (K - I)x~.K .• as in Fig. 10, 
then for K - 1, (K - I)x~.K .• - 'IT(s - 1) so that the 
first zero goes to (K - I)x~.K.l - 0 and all higher 
zeros become multiples of 'IT. 

Limit as K -+ 00 

In the antithetical case K - 00, the limit of X~.K .• 
for 'JI fixed can be seen from Fig. 9 to present essen­
tially the same behavior as for XV •K •• except for small 
values of 'JI. Thus, 

(92) 

'IT 

as x - 0, 'JI ¥= t, and the zeros of X~.K.8 become 
those j~,,/ K of d[(~x)tJv(x)]/dx considered in the 
second part of Sec. 1. 

We expand the terms of (86) depending explicitly on 
K about j~ .• 1 K, while expanding the term not contain­
ing K about zero in ascending powers of x = 
(X .• I K) + €. Thus at a zero X~.K .• = (j~.sI K) + €, 

we have 

The expressions (71) and (72) may be substituted 
into the right-hand side of Eq_ (93), and the coeffi­
cients of the left side may be rewritten using the 
differential equation (60) and the Wronskian relation 
(75) as 

€ "'" 2Kln (KI j~.s)[(4(j~ .• »-2 + l][(t'ITj~,s)!Jo(j~.s)]2' 
'IT('JI + t)(x'./2K)2V 

'JI =0, 

'JI> 0, 'JI ttf t, (95) 

~ K(~2j=)~ _ 1) [('IT~")!JV(j~'8)r('JI - t)r('JI)r('JI + 1)' 

which is o(K), so that € - 0 faster than 1/ K as K - 00. Thus, indeed, in this limit, X~.K.8 ~ j~..I K. Again, in 
the case 'JI = l + t, I integral, we may use the power-series expansions of (76), (77), and so obtain an 
expression for € in descending powers of K. For I > 0, 

E '"" (j;+l.s)21+1 (l + 1)(21 + 1) 2 + O( K-21- 4). (96) 

K21+2[I(l + 1) _ IJ(' ( -I »2 1[1 . 3 . 5 ... (21 + 1)] 
( -')2 11 lz+l.. 
Jz+t.. 
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12.-----,---r-----,-----,r----, FIG. 11. First two 
zeros of FIRST ZERO 

0) Y ~ S.477(T)Um,t as k-+t. 

10 b) Y~(k-t)X/5t'k,l. 

d(xj.(x»/dx 
d(xy.(x»/dx 

d(xj_(Kx»/dx 
d(xy_(KX»/dx 

y 

cl Y ~;;'1 I (.L::l) Um,t as k -+<Xl. 
2' K 

SECOND ZERO 

dl 'i =1r limit as k-l>l. 

e) Y'(k-1lX5~,k,2. 

f) y=~.L 2 (1<;1 ).limit /,h 
2' / 

0.2 

as k~tO / 

f /: 
h 

/ 
/ 

04 k-I 0.6 
-k-

0.8 

as a function of K. 
The dependence on 
the parameter K of 
the zeros X;,.K.f of 
(86) for v = 51 is 
illustrated by the 
solid curves b and e. 
The broken curves 
indicate the limiting 
behavior as K --+ 1 and 
K --+ 00. The values 
of the zeros }51., of 
d(xj.(x»/dx are 

}~'.1 
= 7.140227364003, 

1.0 _. J-,.2 
= 11.18898477565. 

The value 5.477 in curve a is the first maximum of 
d(xj_(x»/dx 
d(xy.(x»/dx • 

which is plotted in Fig. 9. 

When 'II is large, we may apply the asymptotic 
expansions for j~.8 and (tn-K8)lJ.(j~'8) obtained in 
Sec. 1. 

In the considerations above, the case 'II = t. 
I = 0, is excluded as anomalous. This arises because 

d(xjo(x»/dx ( ) 
---!~~~- = cot x 
d(xyo(x»/dx 

(97) 

becomes infinite rather than zero as x---+- O. However, 
the zeros for this case are readily handled. The zeros 
of (87), I = 0, satisfy 

cot (x) = cot (Kx), (98) 

so that 

X!.K,. = 7T(S - l)/(K - 1), S = 1,2, .. '. (99) 

The behavior of the first two zeros X~'K'S for 
'II = 5t is illustrated in Fig. 11. Because the normal­
ization was chosen for illustrating the K ---+- 1 limit 
conveniently, the limit K ---+- 00 of interest here is 
represented by the approach to the straight lines 
through the origin. 

Limit as v --+ 00 

Inasmuch as the functions J.(x)/ Y.(x) and 

fx[ (~)lJ.(X)J 
~[ (~xtY.(X)J 

both have for large v an increasingly slow rise from the 
small values at small x, we may repeat the argument 
made for the zeros X.,K.S of (64) to realize that here, 
in complete analogy, as'll---+- 00, X~'K'8---+-j; .• /K for 
any fixed K> 1. The procedure is just as before, 
using the Debye asymptotic expansions. If X~.K .• = 
(j~,./K) + €, then 

where J.(U;..I K) + f), Y.«j~,./ K) + €) are taken from 
the Debye expansions (80), (81), and 

J~C;' + €) ~ ei::~Pf 
[

IX> v (coth Pi)] 
x exp ['II(tanh pi - Pi)] 1 +r~ r 'IIr ,(101) 

Y~e;' + €) ~ ein
:'II

2P')* 
[

IX> ( 1)r v (coth Pi)] 
X exp [-v(tanh pi - Pi)] 1 + ~l - rvr ' 

where 

sech pi = j~ .• + ~ 
'11K 'II 

with vr(t) polynomials 

Vl(t) = l4( -9t + 7t3
), 

(102) 

(103) 

v2(t) = ll6 2( -135t2 + 594t4 
- 455t6

), •• '. (104) 

Now since j~'8 ~ 'II + lXI'll! + 1X2'11-! + .. " we see 
that for all 'II greater than some Vo depending on K> 1, 
we can find a f3~ > 0 such that sech P~ = j~..1 K. Then 
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y:: kit+t,k,~ 
16.0 0) S =1 1 k=2 

b)S=l,k_CI) 

C)S.2,k.·2 

14.0 d)S'2,k-'" 

120 

100 

FIG. 12. First two zeros 
of 

d(xj.(x»/dx 
d(xy,(x»/dx 

d(xNKx»/dx 
d(xy,(Kx»/dx 

for 0:::;; I:::;; 10, K = 2, 
K --->- 00. The first two 
zeros xi+i.K.' of (86) for 
o :::;; I :::;; 10 are given as 
KXl+!.K,' for K = 2, K--->-
00. As I increases, the 
values for any finite 
K approach the values 
ji+!.. 'of the K --->- 00 

limit. 

the first approximation to € is 

exp [2v(tanh f3~ - f3~)] 
(105) 

€ '" 4K(4V2 - 1 _ 1) [(7Tj ;'S\!J (j' )J2' 
4( -, )2 2 J v v,s lv,s 

where the denominator has been written using (94). 
As was found in Eq. (85), so here € becomes exponen~ 
tially small as v ~ 00. The asymptotic expansions (49) 
and (58) from Sec. 1 should be introduced for j~.s 
and Jv(j~.s)' 

Figure 12, showing KX~'K.8 for l:::;; v :::;; lOt, 

illustrates the approach of the zeros X~.K.8 of (86) to 
the zerosj~.81 K of d[(trrx)iJv(Kx)]/dx as v increases. 

Numerical Computations for Figures 

The calculations for the data presented in the 
figures were made with FORTRAN IV double-precision 
arithmetic on the IBM 7094 computer. All of the 
graphs present data for half-odd integral orders v 
(integral orders I). The values for the functions were 
found using the relationships to the trigonometric 
functions 

jo(x) = (sin x)/x, Yo (x) = - (cos x)/x, 

hex) = (sin x)/x2 - (cos x)/x, 

Yl(X) = -(cos x)/x2 
- (sin x)/x, (106) 

and recurrence relations for the spherical Bessel 
functions,h(x) = jz(x), YI(X), 

21 + 1 
--fz(x) = J,,-I(X) + fZ+l(x), 

x 
(107) 

Zeros were obtained by using Newton's rule, that if Zl 

is an approximation to a zero of lex), then Zl -

!(Zl)/!'(Zl) is a closer approximation. The derivative 
!;(x) required was found from the recurrence formula 

(21 + l)fi(x) = liz_lex) - (l + l)iz+l(x). (108) 
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Green's theorem is used to obtain the Newman-Penrose constants in flat and asymptotically flat 
space-time and to investigate the invariant transformations which these quantities generate. The zero­
rest-mass free fields and the coupled Einstein-Maxwell fields are considered and the relationship of 
this approach to Noether's theorems is discussed. 

1. INTRODUCTION 

Recent investigations have shown that for a certain 
class of field theories, which includes zero-rest-mass 
fields and general relativity, weak conservation laws 
can be obtained by the use of Green's theorem.l 
Goldberg has used this result to calculate the 
Newman-Penrose (N.P.) constants for the massless 
scalar and Maxwell fields in Minkowski space and to 
identify the invariant transformations generated by 
these quantities.2 It is the purpose of this paper to 
extend these considerations to asymptotically flat 
space-time and to indicate how the Green's theorem 
approach is related to the usual Noether theorem 
derivation of conservation laws. 

First the Green's theorem method of obtaining 
weak conservation laws in curved and flat space-times 
is reviewed, and the comiection -with the Noether 
equation for the zero-rest-mass fields of spin one and 
two is exhibited. The leading N.P. constants for the 
zero-rest-mass fields in Minkowski space-time are 
then calculated using this technique, and the invariant 
transformations which these quantities generate are 
found. Next the N.P. constants for asymptotically 
flat space-time are considered within the context of 
the conformal approach of Penrose.3 In this case the 
Green's identity is employed in the compactified 
manifold, conformal to physical space-time, and 
leads to constants which may be identified with the 
N.P. constants. Finally, the case of the coupled 
Einstein-Maxwell fields is considered, and it is found 
that when the Green's theorem expression is modified 
by the addition of the appropriate source term the 
N.P. constants for these fields are achieved. 

• Work supported in part by the National Science Foundation; 
based on the author's doctoral dissertation at Syracuse University. 

t National Academy of Sciences Postdoctoral Resident Research 
Associate. Present address: Aerospace Research Laboratories, 
Wright-Patterson Air Force Base, Ohio. 

1 J. N. Goldberg and E. T. Newman, J. Math. Phys. 10,369(1969). 
2 E. T. Newman and R. Penrose, Phys. Rev. Letters 15, 231 (1965); 

J. N. Goldberg, J. Math. Phys. 8, 2161 (1967); 9, 674 (1968). 
3 R. Penrose, Phys. Rev. Letters 10, 66 (1963): R. Penrose, "Con­

formal Treatment of Infinity," in Relativity Groups and Topology: 
the 1963 Les Houches Lectures, C. DeWitt and B. DeWitt, Eds. 
(Gordon and Breach, Science Publishers, New York, 1964). 

2. CONVENTIONS· AND FORMALISMS 

In general the conventions followed will be those of 
Ref. 4. The metric tensor gllv has signature + - - -; 
covariant differentiation is denoted by "v'" and 
ordinary differentiation by "0" and "," subscript; 
round and square brackets indicate symmetrization 
and anti symmetrization of indices in the usual manner. 

The Riemann, Ricci, and conform tensors are 
defined by 

V[uVp]kv = tRllvpukll' (2.1) 

Rvp = RllvPIl ' (2.2) 

CIlVPU = R llvpu + t(gllpRvu - glluRvp + gvuRIlP 

- gvpRllu) + iR(g/lUgvp - gllpgvu), (2.3) 

where Greek indices range from ° to 3. Two­
component spinors will be used in discussing the 
zero-rest-mass fields; since the development of this 
formalism by Penrose will be followed, only a brief 
summary is given here.4.5 The Hermitian spin tensor 

a1x, which is used to relate tensors and spinors, 
satisfies the equation 

(2.4) 
where 

__ . _ ~AB _ AB 
EAB - EAB - ~ - 1£ 

and 
1£00 = Ell = 0, 1£01 = -1£10 = 1. 

Latin capitals are used for spinor indices and take 
the values 0, 1; dotted and undotted indices refer to 
complex-conjugate spin spaces. The E'S act as raising 
and lowering operators for the spin or indices, the 
conventions being oA = EABoB' oB = oAEAB and 
similarly for dotted indices. Covariant differentiation 
for spinors is uniquely determined by the relations 

V AXEMN = V AXaiJy = 0, (2.5) 
where 

VAX == aAXVll' 

• E. T. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962). 
6 R. Penrose, Ann. Phys (N.Y.) 10, 171 (1960); R. Penrose and 

W. Rindler, Spinor Notes (unpublished). 
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Some useful correspondences between tensors and 
spinors are given by 

.. .. . .' . 
X ['fABODEWXEYZ + qrWXYZEABEOD), (2.6) 

R"V _ 19"vR = _(}'~X(}'By<I>ABXY, 

R"V _ ig"vR = (}'~X(}'ByGABXY, 
(2.7) 

(2.8) 

F"V = (}'~X(}'By[<I>ABEXY + (DXY ~B), (2.9) 

where £"V is the Maxwell field tensor and G ABxi: the 
Einstein spin or and 

<I> AB = <I>(ABl' 'f ABOD = 'f(ABOD> ' 

<I> ABXY = <I>(AB)(XY) = <Ii XY AB· 

Using these results, the Ricci identities may be written 
in terms of spinors as 

'V(AP'VBlP~O == -'fABOD~D + -I2R~(AEBlO' 
'V O(p'V

0 Q)~A == <I> ABPQ~B (2.10) 

and the Bianchi identities become 

nD. \T~ _ n Hih '. 
v GTABOD = V(O 'VABlGH' 

nAGih .. _ 1 n . R 
v 'VABGH = -SVBH • 

3. GREEN'S THEOREM AND THE 
NOETHER EQUATION 

(2.11) 

The zero-rest-mass free field equations for spin s, 
s > 0, integral or half integral, are 

(3.1) 

where <I> AB ... K is a totally symmetric spin or with 2s 
indices.6 Differentiating (3.1) and using the Ricci 
identities gives 

'VAX'VYX<I>YB ... K == t!.<I>AB"'K = O. (3.2) 

The operator IS!. is defined by 

N<I>AB"'K 

R 
== tD<I>AB".K + -(2s + 2)<I>AB"'K 

24 

+ i('YA
Y 

BX<I>yXO' "K + 'YAY OX<I>YBX"'K 

+ ... + 'YAY KX<I>YBO'" x) (3.3) 

and reduces to the D' Alembertian 0 in flat space­
time. 

. • 'Yhen t~e vacuum Einstein equations are satisfied, ell ABOD is 
Identified With the conform spinor '¥ ABOD • 

If BAB'" K is a totally symmetric spinor, then a 
Green's identity may be written 

HAB".KfSl<l>AB ... K - <l>AB"'K'r5JHAB"'
K 

- ~'VXY(HAB"'K'V . <I> = l! XY AB···K 
ih n. HAB ... K) 

- 'VAB"'KV XY • (3.4) 

Consequently, if BAB'" K satisfies the equation 

&HAB "' K = 0, (3.5) 

a weak conservation law is obtained when the field 
equations (3.1) are satisfied. This is given by 

(3.6) 
where 

t . - HAB " ·Kn . ih 
(s)XY = v XY'VAB"'K 

ih n 'HAB"'K 
- 'VAB"'KVXY • (3.7) 

A similar result holds of course for the case s = 0, 
which is trivial, and will not be considered here. 

Now for fields with equations derivable from a 
variational principle, Noether's theorems apply and 
lead to the Noether equation 

(3.8) 

where c5YA is the invariant transformation and LA = 0 
are the field equations in the field variables Y A •7 When 
the field equations are satisfied, (3.8) leads to the weak 

conservation law tAX,AX = 0; when tAX depends 
locally on the field variables, construction of this 
equation enables the invariant transformation c5y A' 

generated by the conserved quantity, to be identified. 
For s = 0, t, 1, 2, it is a simple matter to relate 

the above use of Green's theorem to the appropriate 
Noether equations. For example, for s = 1, we have 
the identity in the field variables 

'V DxHD~Ai<l> AB = 'V Dx[HDB'VAX<I> AB - ttRf) 
(3.9) 

and, for s = 2, 

'V .n 'HABODG XY 
DYVAX BO 

- 'V . ['V . HABODG :ii 
- DX AY BO 

- HABOD'V AyGBOXY + ttRf), (3.10) 

where BDB and BABOD satisfy Eq. (3.5). These 
equations have the form of Noether's equations, give 
rise to the same conserved quantities as Green's 
theorem, and may be used to identify the invariant 
transformations which these quantities generate. In 
flat space-time, the BAB ... K are the generalized Hertz 

7 A. Trautman, "Conservation Laws," in Gravitation, L. Witten 
Ed. (John Wiley & Sons, New York, 1962). ' 
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potentials for spin-s fields. s In curved space-time 
this is true only for the Maxwell field. 

4. THE N.P. CONSTANTS IN FLAT 
SPACE-TIME 

In flat space-time, '¥ ABeD = R = 0 and Eq. (3.5) 
reduces to 

DHAB"' K = o. (4.1) 

The fundamental two-point solution of this equation 
is 

H1~:::~K' == 61!1':."~K,D(x - x'), 

where D(x - x') is the free-field propagator 

D(x - x') = (47Tp)-1[6(vll(x
ll - XII') - p) 

(4.2) 

- 6(vixll - XII') + p)] (4.3) 
and 

€WI = VIlVa - gila, P = [€Ila(xll - xll')(xa - xa')]l, 

VIlVIl = 1. 

The symmetric spin or 61'1',: : ~,is a parallel propagator 
in flat space, a constant spin or as a function of x 
(unprimed indices) and x' (primed indices). In order 
to investigate the conserved quantity which this choice 
of HAB'" K gives rise to, we integrate (3.6) over the 
region R, in Fig. 1. 

By the use of Gauss's theorem we obtain 

<l>A'B" "K'(x') =2 L61!1',::~d<l>AB" . KVXY D(x-x') 

- VXY<I>AB"'KD(X - x')] dSxY . (4.4) 

In order to reduce the integrand to independent 
data on N, it is convenient to use the spinor dyad 
formalism of Newman and Penrose.' A spinor dyad 
(0 A' tA) is introduced at each point of space-time, 
with the normalization 

(4.5) 

When the dyad components of the field 

<I> = <I> oAoB ... oP,Q ... ,K nAB·· ·PQ· ··K •• (4.6) 

(n is the number of tA'S and ranges from 0 to 2s) and 
the intrinsic derivatives 

D == oAoXV AX, Ll == tAtXV AX. 6 == oAlXV AX 

(4.7) 

are introduced, the field equations (3.1) may be 

8 R. Penrose, Proc. Roy. Soc. (London) A284. 159 (1965). This 
identification of the Hertz potentials was made by Goldberg and 
Newman. 

FIG.!. The region R, 
is bounded by an out­
going null cone N given 
by u = const, and a 
spacelike hypersurface, 
G, containing the point 
x'. 

written9 

Ll<l>n_1 - 6<1>n - (n - 1)v<l>n_2 

+ (nft + 2(n - s - 1)y)<I>n_1 

+ (2(s - n)f3 + (2s - n + 1)T)<I>n 

+ (n - 2s)<1<I>n+1 = 0, (4.8a) 

D<I>n - J<I>n-1 + (n - 1)A<I>n_2 

+ (2(s - n + 1)IX - n7T)<I>n_1 

+ (2(n - s)€ + (n - 2s - 1)p)<I>n 
+ (2s - n)K<I>n+1 = 0, n = 1, ... ,2s. 

The spin coefficients are given by 

K = oA Do A , € = tA Do A , 

P = oAJoA , IX = tAJoA' 

(1 = oA60 A, f3 = lA60 A, 

T = oALlo A , Y = tALlo A , 

If the dyad is chosen so that 

0A'OX = U,AX 
and 

tAtX = V,AX' 

7T = tADtA' 

A = tAJlA' 

ft = tA r5tA , 

v = tALllA . 

(4.8b) 

(4.9) 

where v = constant denotes the retrograde null cone 
from x', the phases of the dyad spinors may be adjusted 
so that the only nonzero spin coefficients are10 

p = 2ft, IX = -f3. 

Then Eq. (4.4) reduces to 

<I> A'B"" K'(X') 

(4.10) 

;= 2 L61!1:· ... ~K'D(X -X')[D<I>AB"'K - P<l>AB" 'K]dV. 

(4.11) 
Now, 

cI>AB"'K = (_1)2S[ <l>otA' .. tK 

+ I <Dn+l t<A" .lpOQ'" OK) , 
2s-1 2s! (_1)n+1 ] 

n=O (n+1)!(2s-n-1)! 

(4.12) 

where the indices A ... P number (2s - n - 1). By 
using (4.8), (4.10), and (4.12), the integrand of (4.11) 

• E. Grgin, Ph.D. dissertation, Syracuse University, 1966. 
10 A. Janis and E. T. Newman, J. Math. Phys. 6.902 (1965). 
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may be reduced to 

(_1)28 D(x - X')~1~',''''~K'lAlB'' .lK[D<Do - p<DO] 

+ (_1)
28

D(x - x')b1~':"'~K' 
28-1 2 , 

X L (-It+! S. 
n=O (n+l)!(2s-n-l)! 

X p[(n + 1)<DnlA ... lplQoR' .. OK 

+ (2s - n - 1)<Dn+!lA ... lpOQoR" .oK] 

28-1 
+ D(x - x') L (_1)2s+n+! 

n=O 

2s! 
X An+!, (4.13) 

(n+l)!(2s-n-l)! 

where 

_ (0 2 )(ffi 51.A···PQ···K ) 
An+1 = 0- IX 'Vn+1lA .. · lp OQ"'OKuA'···P'Q'···K'· 

(4.14) 

The terms An+! make no contribution to the 
integral. In order to see this, it is convenient to 
introduce an affine parameter , along the null 
geodesics in the outgoing null cones u = const. Then 
when this parameter is adjusted so that 

(4.15) 

and, = " at S, the terms in the integral involving 
An+! become proportional to the integral over the 
sphere 

r~XdS, 

where X has spin weight one. Consequently, these 
terms are zero.u 

Hence (4.11) reduces to 

ffi (-1)
2S1 1 51.A···K 

'VA'B""K' = 2;- SpUA""K,lA ... lK 

X [D - (2s + l)p]<Do dS, (4.16) 
where 

p = _r-1. 

If a different scaling of the dyad spinors [consistent 
with (4.5)] is chosen, the expression takes the form 

ffi ( -1 )
285 1 ~A'" K <T\ffi dS 

'VA'B""K' = -- - UA'···K,tA···lK.JJ'VO , 
27T S P 

(4.17) 
where 

~<Do == [D - (2s + l)p - 2s€]<Do. (4.18) 

11 E. T. Newman and R. Penr.ose, J. Math. Phys. 7, 863 (1966); 
J. N. Goldberg, A. J. MacFarlane, F. Rohrlich, E. C. G. Sudarshan, 
and E. T. Newman, J. Math. Phys. 8,2155 (1967). 

This is the standard form of the Kirchhoff integral, a 
result first obtained by Penrose.12 

When the field peels13 so that <Do may be expanded 
in inverse powers of " 

N-(2s+!) 
<Do = L <D~r-(2s+1+n) + O(,-N), (4.19) 

n=O 
it follows that 

r2S+3~<Do = -<D~ + 0(,-1). (4.20) 

Hence the weighted value of the field at timelike 
infinity is equal to an integral over the sphere at null 
infinity S<x>; 

lim [p(X,)]28+2<D A' ... K'(X') 
p("")-+oo 

(4.21) 

Since the value of this integral is independoo.t of 
the particular limiting two-surface Soo over which it 
is calculated, it is a constant of the motion. As 
Goldberg and Penrose have pointed out,2,14 the 
spinors lA' .•. lK' give a representation of the spin­
weighted spherical harmonics 8 Ysm and the constants 
given by (4.21) are the N.P. constants 

C8,m = fsY8m<D~ dS. (4.22) 

It follows from (4.2) and the results of the previous 
section that the invariant transformations generated 
by these quantities are zero at all finite points of space­
time. 

5. CONFORMAL SPACE 

The structure of curved space-time lacks sufficient 
symmetry to allow the propagator approach of flat 
space-time to be employed at finite distances from the 
sources. In curved space-time the propagators are not, 
in general, well defined and the field cannot be clearly 
separated into advanced and retarded components. 
However, the constants are defined at null infinity 
and it has been seen that in flat space-time the 
invariant transformations which they generate are 
essentially delta functions with support on the 
retrograde null cone at infinity. These considerations 
suggest that the curved-space problem is best ap­
proached via the conformal technique of Penrose 
where attention is focused on null infinity itself.3.s 

In this approach, the necessary analytical and 
topological conditions for a space-time (M, g/lv) to be 

12 R. Penrose, "Null Hypersurface Initial Data," in P. G. Berg­
mann's Aeronautical Research Lab. Tech. Documentary Rept. 
63·56 (Office of Aerospace Research, U.S. Air Force, 1963). 

13 R. K. Sachs, Proc. Roy. Soc. (London) A270, 103 (1962). 
14 E. T. Newman and R. Penrose, Proc. Roy. Soc. (London) 

A305, 1750968). 
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asymptotically flat are formulated by requiring the 
existence of a manifold (M, gl'v) conformal to the 
physical manifold in which null infinity J appears as 
a regular hypersurface. The metric 

g - Q2g- gllV _ Q-2g-IlV (5.1) 
JlV - IJV' -

and the conformal factor Q are required to be regular 
at J, which consists of two disjoint surfaces, future 
null infinity J+, and past null infinity J-. These surfaces 
and given by Q = 0, V IlQ =;I: 0 and have topology 
S2 x £1. In order to make the meaning of distribu­
tions and derivatives at J clear, M is considered as an 
open region of some manifold N, such that J is com­
pletely within N. Calculations are performed in 
(M, gllv) and the conformally invariant results given 
a physical space interpretation. 

The transformation formulas between quantities in 
M and M have been developed and it will be conven­
ient to list them here using the tilde notation of 
Penrose. 

The basic transformation formulas are chosen to 
preserve Eq. (2.4): 

iif.B - Q-1aAB a-Il . - Qall . Il - Il' AB - AB, 

EAB = EAB' (5.2) 
Then, 

'Y ABCD = Q2'I" ABeD' (5.3) 

<I>~i = Q2cp~1 + QV(A aV B)DQ, (5.4) 

R = Q2R - 6QV ABVABQ + 12V ABQVABQ. 

(5.5) 

The correspondences for the rest-mass-zero fields 
are chosen so that the free fields are conformally 
invariant. This gives, for spin s, 

<I>AB'''K = QS+1CPAB'''K' 
;;AXif.. _ ns+2'["7AXffi 
v '" AB' .. K - Olo.l: V '" AB' .. K , 

(5.6a) 

(5.6b) 

where for s = 2 we identify <I> ABeD with the conform 
spin or 'Y ABCD' For the Einstein-Maxwell field 

and the condition that CP AB be continuous at J+ implies 
that 

'¥ ABeD = 0 at J+ (5.8) 

and that the electromagnetic and gravitational fields 
peel. Similar results hold for the massless scalar and 
neutrino fields coupled to the gravitational field as 
well as for the uncoupled field. For such fields, (5.4) 
and (5.5) imply that, at J+, 

v ABQVABQ = 0, 

V(ACVBlDQ = 0, 

(5.9) 

(5.10) 

and consequently J+ is null and shear free in these 

cases. In the following a particularly simple conformal 
space will be constructed and used in performing the 
calculations, the results of which will be shown to be 
conformally invariant. 

Consider the space-time (M(I), g~~), conformal to 
the asymptotically flat space-time (M, gllv)' The 
conformal factor Q may be chosen to be an inverse 
luminosity parameter, in which case J+ is shear free, 
divergence free, and has space like cross-sections 
which are unit spheres.3 

Following Tamburino and Winicour, a "conformal 
Bondi frame" may be set up in this space.IS An 
initial spacelike cross section of J+, ~, say, is chosen 
and assigned coordinates xA (A = 2,3) so that 

(5.11) 

on~, where 

~ = x2 + ix3
, P = i(l + ~~). (5.12) 

An affine parameter u is assigned along the null 
geodesics in J+, and the points on a given null geodesic 
are assigned the values xA of its intersection with ~. 
Then Xo = U, x A coordinatize J+. These labels are 
extended into M by assigning the coordinate Xo = U 

to all points of the outgoing null hypersurface N 
which intersects J+ in the spacelike cross section 
u = const, and x A to all points in the null geodesic, 
lying in N, which intersects J+ in the point Xo = u, x A • 

Finally, Xl = R is defined by 

(5.13) 

By performing the conformal transformation 
M(l) -+ M given by 

(5.14) 

a new unphysical space (M, gllv) is achieved whose 
metric is related to the physical metric by 

(5.15) 
AtJ+ , 

R=O. (5.16) 

The coordinate and conformal conditions then give 

IgABI = IgABI = 1, 

(gOO gOl gOA) 
gllv = gO! 0 o , 

gOA 0 gAB (5.17) 

(g~, 
gOl 

g~ ). gllV = gll 

glA gAB 

16 L. Tamburino and J. Winicour. Phys. Rev. 150, 1039 (1966). 
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Using (5.9) and (5.10), we have, at J+, for which, at J+, 

gllYRlly = C"ypa = 'P'ABCD = 0, 

goo = gOO,1 = gOA = gOA,1 = gOl,1 = gAB,o = 0, 
gOI = 1, (S.18) 

gll _ gIl _ glA _ glA _ gOI _....AB - ° 
- ,I - - ,1 - .1 - g ,0 - , 

gOI = 1. 

The fact that on the initial cross section on J+, ~, 

gAB = -bAB 

by construction, and that gAB,o = gAB,o = ° on J+, 
gives at J+ 

gAB = _bAB, gAB = -bAB. 

By writing the line element in M as 

ds 2 = -(gOl)2g11 du 2 + 2g01 du dR 

(S.19) 

+ gAB(dxA + UA du)(dxB + UB du), (S.20) 

where 
uA = _ gOlglA, 

it is easy to see that a suitable null tetrad in M is 

1" = u,'" nIl = -t(gOl)2g11u,,, + gOlR,,,, 

mIl = 2-!(TAX~ + TAUAU,I')' (S.21) 
where 

and 

~BTATB = ° 
define the dyad T A' At J+ we have 

(S.22) 

T A = b~ + ib~, (S.23a) 

'VBX,A = 0, 

'VBXOA = atBlAoX' 

(S.26a) 

(S.26b) 

6. THE N.P. CONSTANTS IN ASYMPTOTICALLY 
FLAt SPACE-TIME FOR THE FREE FIELDSI4.16 

Using the coordinate and dyad results calculated 
above, it is a straightforward, if lengthy, matter to 
prove that a solution (in the usual sense of distribu­
tions) of the generalized wave equation (3.S) in M 
is given by 

HAB"' K = 'illaAoB . .. oKb(R), (6.1) 

where 'WeD is an analytic function and b(R) is a 
generalized delta function "concentrated on the 
surface R = 0." 17 

For the free fields, 

A'-
x<I> ABCD = 0. (6.2) 

When <l>4 B "' K , given by (S.6a), is continuous at J+, 
the Green's identity (3.4) in M leads to the weak 
conservation law 

- r7
X Y ° = v t(s)XY = . (6.3) 

Integrating this expression over the region R4 in 
Fig. 2 and using Gauss's theorem and the fact that 
J+ is the support of RAE'" K gives the conservation 
law: 

r 'ill D<I>o dS = r 'ill D<I>o dS, (6.4) 

UA = U~ = 0. (S.23b) where 
Jal J0'2 

This null tetrad has the usual orthogonality and 
normalization properties 

l"n" = -m"m" = 1, 

1,,1" = n"n" = m"m" = m"nll = m"l" = 0, (S.24) 

and corresponds to the dyad (oA, tA), where 

oAoX = (J AXIl' 
" ' 

tA;;X = (J/Xn", (S.25) 

OA;;X = (J L¥m". 
" 

From (S.18), (S.l9), (5.21), (5.23), and (5.25) it 
can easily be seen that at J+ the only nonzero spin 
coefficients are a and E - E, and the latter may be 
eliminated by a dyad rotation. Since a contains the 
radiation "news," it is clear that it cannot, in general, 
be eliminated at J+. In the following, this dyad and 
conformal manifold will be referred to as "standard," 

a i = N; n J+, i = 1,2. 

Since p = E = ° at J+, the conserved quantities may 
be written using the operator "!D," introduced in 
Sec. 3. Thus, 

(6.S) 

are the conserved quantities. 
Under the dyad transformation 

OA' = X-loA, lA' = XtA, 

dS' = xi dS, (6.6) 

and the spin coefficients transform according to the 

16 R. Penrose, "Conserved Quantities and Conformal Structure in 
General Relativity," in Relativity Theory and Astrophysics, J. Ehlers, 
Ed. (American Mathematical Society, Providence, R.I., 1967). 

17 I. M. Gel'fand and G. E. Shilov, Generalized Functions 
(Academic Press Inc., New York, 1964), Vol. l. 
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FIG. 2. R, is the four-dimensional region bounded by the null 
surfaces Nl and Nt which intersect J+ in the two-surfaces a 1 and at· 
The spinor o.t is the tangent spinor to the null surfaces. 

rules 
p' = (Xi)-l p, TT' = X(i)-lTT , 

E' = -x-2(i)-lDX + (Xi)-l E , a' = ix-3a, 

oc' = (i)-lXOC - (i)-l<5X, {3' = (x)-li{3 - ix-2t5X• 

(6.7) 

Accordingly, 

~'<I>~ = X-(2'-H)X1~<I>O' (6.8) 

Hence, if 'UJ' = X28'UJ, the conserved quantities are 
invariant under such scale changes. In the preceding 
calculations the scale was fixed so that, at J+, 

(6.9) 

In order to investigate the conformal properties of 
the integrals given by (6.5), we shall consider the 
conformal mapping 

, f2 
gil' = gil" (6.10) 

where 
0' =fR = 0 

and 
VIlO' ¢ 0 at J+. (6.11) 

In order that (6.9) be conformally invariant, the 
dyad spinors must transform according to the rule1s 

0A = 0 A, 'A = 'A' 

Under this transformation 

,1 111f 
oc =-oc---

f 2f2' 

(6.12) 

p' = j p - ;2 Df, 

E' = 1 E + !.!. Df 
f 2f2' 

{3 ' = 1 {3 + 1. t5if 
f P' (6.13) 

TT' = lTT + <5f 
f f2' 

~'<I>~ = f-(·+2)~<I>o , dS' = f2 dS. 

Since oc = {3 = 0 at J+, the analytic functions 'UJ 
satisfy the equation at J+: 

[11 + (oc - P)s]'UJ = O. (6.14) 

18 J. Winicour, J. Math. Phys. 9, 861 (1968). 

When 
'UJ' = F'UJ, (6.15) 

Eqs. (6.5) and (6.15) are conformally invariant. 
Whenf = P-l, the integrals are performed over the 

unit sphere at null infinity and (6.14) may be written as 

tj'UJ' = o. 
Consequently, in this conformal frame, the functions 
'UJ may be identified as the spin-weighted spherical 
harmonics • Y.m . 

In order to obtain a realization of C •. m in terms of 
fields in physical space-time, we recall that if the 
dyad in physical space-time is defined by 

(6.16) 

the physical components of the fields peel.s Indeed, 
if <1>0 is eN differentiable at J+, <1>0 can be expanded 
as in (4.19) where r-1 is now the inverse luminosity 
parameter O. 

Then, since 

p = 02p + ODO, i = 02E , 

it follows that 

(6.17) 

~<I>o = 0-(28+3
)£<1>0 = -<I>~ + 0(0). (6.18) 

Consequently, the constants e •. m are, up to numer­
ical factors, the N.P. constants in the physical 
manifold, 

(6.19) 

Once again the invariant transformations which 
the quantities generate may be identified by con­
structing the appropriate Noether equations. For 
example, for the Maxwell field 

(-g)t lB xVAX<l> AB 

= -0 AX[( - g)tW<1ix - HABVaX-<I>Bd], (6.20) 

where 

lB X- = RV AX-HAB (6.21) 

is the potential of a Maxwell field in physical space­
time, which corresponds to the Maxwell field in 
conformal space, whose Hertz potential HAB satisfies 

lSlHAB = O. 

For the vacuum gravitational field, there are no 
potentials. However, we may again construct an 
identity in the field variables: 

(_ g)t l BCXY GBCXY 
= OAX[(-g)tVDiGB/CYHABCD + t(-g)t~f 

+ (-g)tGBCX-YVDyHABCD], (6.22) 
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where 

(6.23) 

and 1Sl HABOD = 0. 
The Noether equations (6.20) and (6.22) give rise 

to the N.P. constants when the field equations are 
satisfied, and the spinors HAB and HAOBD are given 
by (6.1). Hence the invariant transformations which 
the constants generate are once again zero at all 
points of physical space-time and have support only 
on J+. 

7. THE EINSTEIN-MAXWELL FIELD 

When the gravitational field is coupled to zero­
rest-mass fields we have seen that 2(2s + 1) constants 
of motion, associated with the free fields, exist. 
However, it appears at first sight as if the 10 gravita­
tional quantities that are conserved when G ABeiJ = ° 
have no counterparts in these cases. For example, 
in the case of the Einstein-Maxwell fields, the natural 
extension of (6.22) gives 

(_g)tXBOXY(GBOXY + <l>BO<PXY) 

= S + to AX[( - g)t~f1 
+ OAX[(-g)tVDy(GBOXY + <1>Bo~XY)HABOD] 
+ 0AX[( - g)t(GBO XY + <DBO<DXY)V'DyHABOD], 

where (7.1) 

S = HABODVAW[( - g)t(Owi<i5v DZ<1>BO 
-wi + 3<1> <1>moV D)ZO)]. (7.2) 

When the gravitational field equations for these fields 
are satisfied, 

GBOXY + <l>BO<l>XY = 0, 

Eq. (7.1) gives 

° = iOAX[( - g)t~f] + S. (7.3) 

In general, expressions of this type do not lead to 
conservation laws. Further investigation will show, 
however, that in this case the Maxwell equations, 
constancy of charge, and the N.P. constants for the 
Maxwell field imply that this equation gives rise to 
global conservation laws.19 

Integrating Eq. (7.3) over the region R4 in M given 
by Fig. 2 and using the results of Sec. 6 gives 

i2_a1'U)~<1>o dS + 4 IRS (- g)t'U)[q)2D<1>o 

- <i51(b<1>o + 2<1<1>1)] dV = 0, (7.4) 

where Ra = R4 n J+. 

19 A. Exton, E. T. Newman and R. Penrose, J. Math. Phys. 10, 
1570 (1969). A. Exton, Ph.D. thesis, University of Pittsburgh, 1967. 

By using the dyad form of the Maxwell equations 
(4.8), together with the conditions on the standard 
dyad developed in Sec. 5, the integral over Ra may be 
reduced to 

I(-g)t'U)[<1>2~<1>o - (l)1l')<1>O - 2a<1>I<ii1] dV, (7.5) 

where 

and at J+ 
~D<1>o = (5l')<1>o, 

~<1>1 = b<1>2' 

(7.7a) 

(7.7b) 

Under the conformal and dyad transformations 
(6.12) and (6.6), 

dV' = 1-1 dV, dV' = xi dV, (7.8) 

and the integral (7.5) is invariant. Therefore, in order 
to simplify the calculations and to make use of the 
theory of spin-weighted spherical harmonics, it is 
convenient to map the integral (7.5) from M to M(l), 
where the cross sections of J+ are unit spheres. When 
this has been done, a procedure very similar to that 
of Ref. 19 may be followed. In order to show that the 
integral reduces to an expression of the same form as 
was calculated in those papers, it is convenient to 
introduce the expressions and notations used there. 

We define, at J+, 

e == f 0 YOO<1>1 dS, = const, (7.9) 

where e is proportional to the charge (+i x magnetic 
charge) 

F m == - r Ylm~<1>o dS, = const, (7.10) 

where the Fm are the N.P. constants for the Maxwell 
field, and 

(7.11a) 
m=+1 

'F == I Fm l Ylm' (7.11b) 
m=-1 

Then the quantities ~-I(~4>o - F) and ~-1(;;;1 - E) 
are well defined at J+ in M(l). It is now a straight­
forward matter to see that (7.5) reduces to 

f 2 Y2m [ - <iil~-I(~<i>o + F) 
Ra . 

+ ~<1>o~-I(ii>~ - E)]( - g)! dV, (7.12) 

where the dot indicates the partial derivative ~. 
Using (7.7) again, this integral may finally be 

reduced to 

-t i2-a12 Y2m{(<i51 + E)~-I(~<1>o + F) 

- (~<Do - F)[~-I(<iil - E)] + ~L} dS. (7.13) 
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The term f 2 Y2m~L dS vanishes because L has spin 
weight 3. 

Now the eN differentiability of CI> AB in (M, gil» 
implies that, in the physical space-time (M, gil v) , 

N -i 

q) =! Cl>o + O(r-(n+3)) (7.14) 
o i=O ri+3 ' 

N -. 

q)l = ! CI>~ + O(r-(n+2)). (7.15) 
i=or,+2 

Therefore, in physical space-time the integral expres­
sion given by (7.13) takes the form 

t 12-<112 Y2m[(<D~ + E)i5-
1
( q)~ - F: 

- (q)~ + F)i5-1(<i>~ - E)] dS. (7.16) 

Consequently (7.4) leads to the conservation law 

r 2 Y2m['f~ - 2(¢>~ + E)i5-1( q)~ - F) Ja 2-a l 

+ 2(q)~ + F)i5-1«(i)~ - E)] dS = O. (7.17) 

This is the conservation law for the Einstein­
Maxwell fields found by Exton, Newman, and 
Penrose. 
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with the "bonding" represented by a potential well separated from the hard core. With a well of parabolic 
shape, similar results to those of the lattice model are obtained, while with a square well the curve of 
density against T displays a minimum as well as a maximum for any p < po. 

1. INTRODUCTION 

At pressures below about 2000 arm, curves of 
water density against temperature pass through a 
maximum, though at higher pressures the normal 
monotonic decrease of density with temperature is 
observed. l The qualitative explanation of the density 
maximum is that just above the freezing point the 
short-range order in water retains much of the open 
tetrahedrally coordinated ice structure, but that this 
is progressively broken down by thermal motion. 
The consequent closer packing over a certain range 
offsets the usual increase of volume with temperature. 
For good physical reasons, attempts to construct a 

1 P. W. Bridgman, The Physics of High Pressures (G. Bell & Sons, 
London, 1949), Chap. 5. 

statistical mechanical theory of water have usually 
involved models too complicated for accurate treat­
ment.2- 5 Recently Levine and Perram,6 by making 
certain simplifications and by using methods from the 
theory of cooperative phenomena, have been able to 
test some of the coordination predictions of the older 
theories and have discussed the possibility of phase 
transitions in their model. 

2 H. S. Frank and W. Y. Wen, Discussions Faraday Soc. 24, 133 
(1957). 

3 G. Nemethy and H. A. Scheraga, J. Chern. Phys. 36, 3382 (1962). 
4 V. Vand and W. A. Senior, J. Chern. Phys. 43, 1869, 1873, 1878 

(1965). 
6 Y. V. Gurikuv, Zh. Strukt. Khim. 6, 817 (1965). 
6 S. Levine and J. W. Perram~ Hydrogen-Bonded Solvent Systems," 

A. K. Covington and P. Jones, Eds. (Taylor and Francis Ltd., 
London, 1968). 
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The term f 2 Y2m~L dS vanishes because L has spin 
weight 3. 
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The purpose of the present paper is to consider a one­
dimensional lattice and continuous fluids in which, 
because of the possibility of "bonding," there exist 
local open configurations of low energy and more 
close-packed configurations of higher energy. Because 
the models are one-dimensional, the density can be 
evaluated exactly as a function of pressure and temper­
ature. It is found that, for pressures below a certain 
value Po. the density passes through a maximum .as 
the temperature increases, while above Po the denSIty 
decreases monotonically with temperature. This be­
havior is similar to that of water, but since the models 
are physically as distant from water as a linear Ising 
model is from a real ferromagnet, there are, of course, 
qualitative differences apart from the absence of ph~se 
changes in the models. The temperature of the denSIty 
maximum in the models increases with pressure, while 
in water it decreases. l Also, at intermediate pressures 
water density has a minimum before the maximum is 
attained. This occurs in one of the models, the con~ 
tinuous fluid with a square-well potential "bond," but 
at all pressures below Po. However, the similarity 
between the behavior of both the lattice and contin­
uous fluid models and that of water is sufficient to 
indicate that the latter is caused by simple structural 
factors and that the qualitative explanation given 
above is correct. 

2. THE LATTICE FLUID 

It is assumed that there is a line of N equidistantly 
spaced sites of which M are each occupied by a 
molecule m. A nearest-neighbor mm pair has an 
energy -€ (€ > 0), while a pair of m's on second­
neighbor sites can form a bond of energy -(€ + w), 
w > 0, if there is no m on the intervening site. If we 
represent such a bond by a "dash" (-), a possible 
configuration of 10 molecules on 20 sites, with three 
bonds formed, is shown in Fig. 1. 

It is sometimes convenient to regard the site between 
a pair of bonded molecules as "occupied" by a bond b 
and the remaining unoccupied sites as "holes" h. The 
configuration of Fig. 1 is then represented as shown in 
Fig.2. 

If there are B bonds and H holes, then 

M+B+H=N. (2.1) 

It should be understood that the bond energy 
- (€ + w) Jls not a second-neighbor energy in the 

_m-m m m-m-m m m m 

FIG. 1. Possible configuration of ten molecules on 20 sites of the 
linear lattice. 

hmmbmhmhhmbmbmhmmhmh 

FIG. 2. Alternate representation of the configuration of Fig. 1. 

ordinary sense, since a pair of m's on second-neighbor 
sites cannot form a bond if there is another m between 
them. Even if the site between the two members of the 
pair is empty, a bond does not necessarily exist, since 
the proportions of such pairs for which the bond is 
"formed" and "broken," respectively, depend on 
statistical considerations. As the system is one­
dimensional, there is no long-range order except at 
T = 0, since at any absolute temperature T> 0 
irregularities in any linear arrangement of molecules 
make it impossible to predict the occupation of 
specific sites at a macroscopic distance from a region 
where the occupation is known. Hence any reference 
to "structure" for T > 0 must be understood in the 
sense of short-range order, though the regions of 
short-range order may become progressively larger as 
T approaches zero. 

If N mm is the number of nearest-neighbor pairs of 
molecules and B is the number of bonded second­
neighbor pairs, then the configurational energy of the 
assembly is 

(2.2) 

The number of ways in which M molecules can be 
distributed on N sites with given values of N mm and 
B will be denoted by g(N, M, Nmm , B). If /l. denotes 
the chemical potential, [3 = l/kT (k = Boltzmann's 
constant) and if> is the molecular partition function, 
assumed configuration-independent, over internal 
degrees of freedom, then it is useful to define 

A = if> exp ([3/l.). (2.3) 

If the distance between neighboring sites is 10 , then the 
length of the assembly is equal to Nlo• If P denotes the 
one-dimensional pressure, then the grand partition 
function is given by 

(G.P.F.) = exp ([3pL) = {exp ([3p1o)}N 

= '2 g(N,M,Nmm ,B)AM exp(-[3Ec)' 

M.Nmm.B (2.4) 

The evaluation of the (G.P.F.) will be discussed in the 
next section. 

3. MATRIX METHOD FOR THE (G.P.F.) 

For a linear assembly of several species on N sites, 
each configuration gives a term in the (G.P.F.) which 
may be written as a product of N factors, 

AczpApy' .. All' ... A",cz' All' = A!At exp (-[3wll.), 

(3.1) 
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where for convenience the first site is regarded as a 
nearest neighbor of the Nth.7 Here Av is defined for 
each species by an equation similar to (2.3) and 
w". = w." is the energy of a p.v or vp. nearest-neighbor 
pair. For holes it is necessary to put A,. = 1, why = ° 
(all v). If there are n species present as well as holes, the 
quantities A". form an (n + 1) x (n + 1) matrix and, 
assuming the n + 1 eigenvalues are all distinct, 

n+1 
A". = ! xialp.)aiv), (3.2) 

i=1 

where a;(v) is the vth component of the normalized 
eigenvector ai' corresponding to the eigenvalue Xi' 

Substitution of (3.2) into (3.1) and use of the relations 

! ab)a;(v) = bH (3.3) 
• 

in summing over all configurations yields 

n+1 
(G.P.F.) = ! xf ""' xN , for large N, (3.4) 

i=1 

where x denotes the largest eigenvalue. 
This formalism can be used for the present model if 

it is regarded as a mixture of molecules (m), holes (h), 
and bonds (b), as in Fig. 2, and if 

Wbb = Wbh = Whb = 00, Wbm = Wmb = -i(€ + w), 

Ab = 1, 

which restricts each b to lie between two m's and gives 
each trio mbm the correct bond energy -(€ + w). 
The matrix A with rows and columns in order corre­
sponding to m, h, and b is 

(3.5) 

where 
y = exp (fJ€), z = exp (fJw). (3.6) 

The density p (number of molecules per site) is 
given, using (2.4) and (3.4), as 

p = M = ~(O In (G.P.F.») = ~/ (OA). (3.7) 
N N OA T.N X ox T 

Comparing the third member of (2.4) with (3.4), we 
obtain 

x = exp (fJp1o), (3.8) 

and since p as a function of T at constant pressure is 
required, it is more convenient to regard x as an 
independent variable than A. Since x is an eigenvalue 

• C. Domb. Advan. Phys. 9, 149 (1960). 

of matrix A, given by (3.5), it satisfies the equation 

IA - xII = 0, (3.9) 

where I is the unit 3 x 3 matrix. From (3.9) it is easy 
to show that 

A = x2(x - 1)f{(x - l)y(x + z) + x}, (3.10) 

and (3.7) then gives p as a function of p and T in the 
form 

p = I - {x2 + (x - 1)2yz}/ 

{(x - 1)2y (2z' + x) + x(2x - I)}. (3.11) 

Alternatively, (3.1) may be summed over the con­
figurations in which one particular site is occupied by 
v. Substituting from (3.2) and dividing by the (G.P.F.), 
the mean number N. of series v is given by 

n+1 /n+1 
N./N = i~ xi" a~(v) i~ xf ""' a2(v), for large N, 

(3.12) 

where a ·is the normalized eigenvector corresponding 
to the largest eigenvalue x of matrix A.7 Since a 
satisfies the relation 

(A - xl)a = 0, (3.13) 

the m, h, and b components of a satisfy 

a(m):a(h):a(b) = (x - l)x:xAI: (x - I)Alylzl. 

(3.14) 

Now applying (3.12) to the mixture of m, h, and b, 

M/N = a2(m), B/N = a2(h), B/N = a2(b). (3.15) 

From (3.14), (3.15), and the normalization condition 
for a, it is easy to reproduce (3.11) and, in addition, 

B/N = a2(b)M/a2(m)N = Ayzp/X2, (3.16) 

with A given by (3.10). 
By summing (3.1) over configurations in which two 

particular sites at qth-neighbor distances are occupied 
by p. and v, respectively, it is not difficult to show that, 
for large N, the probability is 

N~~)fN = a(p.)(Aq)".a(v)/xq, (3.17) 

where N~~) denotes the number of qth-neighbor p.v 
pairs. Putting q = 1, P. = v = m, this gives the mean 
number of nearest-neighbor pairs of molecules. Using 
the first relation of (3.15) and (3.5), 

Nmm/N = a(m)Amma(m)/x = AyM/xN, 

which in conjunction with (3.10) and (3.11) yields the 
mean effective coordination number 

2Nmm/N = 2(x - l)xy/{(x - 1)y(z + x) + x}. 

(3.18) 
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Similarly, 

Nmb/N = a(m)Amba(b)/x = Am~(b)M/Na(m)x 
= ).y~p/X2. (3.19) 

Comparing (3.19) with (3.16) we see that Nmb = B, 
which verifies the consistency of the methods used. 

4. CONSTANT PRESSURE PARTITION 
FUNCTION 

An alternative method based on the explicit evalua­
tion of the configuration number g of Sec. 2 will now 
be sketched. It is convenient to use the number X 
of hm (or of mh) nearest-neighbor pairs, rather than 
the number N mm of mm nearest-neighbor pairs, as an 
independent variable. If the Nth site is regarded as a 
nearest neighbor of the first site, then 

Nmm + X + B = M, N"" + X = N - M - B 

= H, (4.1) 
and (2.2) then becomes 

Ee = -ME + XE - Bw. (4.2) 

We now evaluate g as a function of N, M, X, and 
B. First consider a distribution of M molecules and 
H = N - M - B holes on a linear lattice of N - B 
sites and ~uppose that X has its required value but 
B = 0. The number of nearest-neighbor mm pairs is 
now M - X and the configuration number go is well 
known (see, for instance, Ref. 8) and given by 

go = {M!/X! (M - X)!}{H!/X! (H - X)!}. (4.3) 

The bonds b must now be introduced and, since X 
has its required value, the only way in which the 
configuration can be altered to do this is to place each 
b between the members of one of the existing mm 
nearest-neighbor pairs, imagining that as each b is 
added, the entire distribution to the right of it shifted 
by a distance 10 , thus increasing the number of sites by 
unity. The number of ways in which the number B 
of bonds can be introduced is hence 

(M - X)!/B! (M - X - B)! (4.4) 

and multiplication of (4.3) and (4.4) gives 

g(N,M,X,B) 

M! (N-M-B)! 
-

Xl Bl (M - X - B)l Xl (N - M - B - X)l 
(4.5) 

It is now possible to construct a partition function 
for given values of M and N and obtain a maximum 
term together with equilibrium values for X and B by 

8 G. S. Rushbrooke, Statistical Mechanics (Oxford University 
Press, London, 1949), Chap. 18, Sec. S. 

differentiation. The maximum term can be equated to 
exp ( - PFe) , where Fe is the configurational Helmholtz 
free energy and P is then equal to -oFe/o{loN). 
However, it is more convenient to incorporate the 
pressure from the beginning by using the constant­
pressure partition function II, which is equal to 
exp ( - PGe) , Go being the configurational Gibbs free 
energy. The function II is given by 

II(M, p, T) = ~ g(N, M, X, B) exp {-P(Ee + pL)} 
N.x.B 

= ~ g(N, M, X, B)X-NyM-XzB, (4.6) 
N.X.B 

where x is defined by (3.8) and y and z by (3.6) and 
Eq. (4.2) is used for Ee. By first summing over N 
(from M + X + B to (0) for fixed M, X, and Band 
then summing over B and X for all values such that 
B + X ~. M, it can be shown that 

II(M, p, T) 
= (x - 1)-1X-(M-1l[y + (x - 1)-1 + x-1yz]M. 

(4.7) 

The mean values of N, X, and B can then be obtained 
from 

N = _ x a In II M _ X = y a In II 
ax ' oy , 
B = z a In II . 

()z 
(4.8) 

It is then easy to derive expressions for p, N mm = 
M - X - Band B, which are equivalent to (3.11), 
(3.18), and (3.16), respectively. 

5. RESULTS FOR THE LATTICE FLUID 

As T -+ 0, P -+ 00 and, since E, w, and P are all 
positive, the variables x, y, and z all become infinite. 
The equilibrium state at absolute zero depends on 
whether P is greater or less than the value Po = w/lo. 
If p <Po, then z/x-+ 00 as T-+O, and from (3.11), 
(3.16), and (3.18), respectively, p -+ i, B/N -+ t, and 
Nmm/N -+ 0. At absolute zero, the system thus has the 
open structure shown in Fig. 3, 

mbmbmbmbmbmbmbm 

FIG. 3. Open structure on the linear lattice. 

with N = 2M, B = M, and each molecule partici­
pating in two bonds. If p > Po, on the other hand, then 
z/x -+ ° as T -+ ° and p -+ 1, B/N -+ 0 and Nmm/N-+ 
1. The system thus has the "close-packed structure" of 
Fig. 4 with all sites occupied by molecules. This 

mmmmmmmmmmmmmmm 

FIG. 4. Close-packed structure on the linear lattice. 
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t 
f 

kT/w -

5 

FIG. 5. Linear lattice model: density against reduced temperature 
for E/W = O. Each curve is for a particular value of reduced pressure: 
(1) p1o/w = 0.25, (2) p1o/w = 0.75, (3) p1o/w = Po/o/w = I, (4) 
p1o/w = 2. 

behavior is easy to understand thermodynamically. 
F or a given pressure the most stable state is that of min­
imum configurational Gibbs free energy Ge(p, M, n, 
which reduces to the enthalpy function He = Ee + pL 
at T = o. Now for the open structure 

He = -M(€ + w) + 2ploM, (S.1) 

while for the close-packed structure 

(S.2) 

so that the open structure has the lowest enthalpy if 

FIG. 6. Linear lattice model: density against reduced temperature 
for E/W = 2. Each curve is for a particular value of reduced pressure: 
(1) p1o/w = 0.25, (2) p10lw = 0.75, (3) p1o/w = Po/o/w = 1, (4) 
p1o/w = 2. 

P < Po = wllo• For the case where P = Po exactly, it 
can be seen from (3.11) that p -+- i as T -+- O. 

For very large T, expanding p in powers of liT and 
retaining only the leading term yields the one-dimen­
sional perfect-gas law 

p = plolkT, L = N10 = MkT/p. (S.3) 

Since for p > Po, p = 1 at T = 0, the density function 
p must decrease in the region just above T = o. On 
the other hand, where p < Po, it is not difficult to 
show from (3.11) that 

p - t fOOoooJ i exp {-(Po - p)lolkT}, (S.4) 

where kT« w. Since the right-hand side of (S.4) is 
positive and since, by (S.3), p must tend to zero for 
high T, it follows that there is at least one maximum 
in the curve of p against TOfor any value of p < Po. 
Curves of p against the reduced temperature kT/w 
have been plotted numerically by using Eq. (3.11) for a 
number of values of €/w and p1o/w (Figs. Sand 6), and 
it appears that for any p < Po, 'the density rises to a 
maximum and then decreases, while for any p > Po the 

kT/w_ 

FIG. 7. Linear lattice model: mean number of first neighbors 
(2Nmm/M) against reduced temperature. Each curve is for a partic­
ular value of reduced pressure and of the ratio E/W: (1) p1o/w = 0.5, 
E/W = 0, (3) p1o/w = 0.5, E/W = 2, (2) p1o/w = 1.5, E/W = 0, (4) 
p1o/w = 1.5, E/W = 2. 
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decrease is monotonic over the whole temperature 
range. 

Equation (3.18) for 2N mm/M gives the mean effective 
coordination number or mean number of molecules on 
the two first-neighbor sites of a given molecule. If 
P < Po so that z/x -- 00 as T -- 0, then Nmm/M -- 0, 
as would be expected for the open structure. On the 
other hand, if P > Po so that x/z -- 00 as T -- 0, then 
Nmm/M -- 1. When Tbecomes very large, retention of 
the leading term in r-l gives 

2Nmm/M t-...I 2p1o/kT t-...I 2M/N, (5.5) 

the value to be expected in a random distribution. It 
follows that 2N mml M plotted against T must have at 
least one maximum for any P < Po. In fact, calcu­
lations for a number of values of e/w and p1o/w show 
that for any p < Po, the curve rises to a maximum and 
then decreases, while for any p > Po the decrease is 
monotonic from the value 2 at T = ° (see Fig. 7). 

6. CONTINUOUS MODEL 

An assembly of M molecules free to move on a 
segment ° ~ x ~ L and with interaction energies 
corresponding to those of the lattice model will be 
considered. If a pair of molecules with centers at Xi 
and x; (Xi < X;), respectively, have an interaction 
energy vex, - Xi) which is such that no third molecule 
can lie between Xi and x; when vex; - Xi) =;6 0, then 
the interaction energy V of the assembly can be 
written 

n=M 
V(Xl,"', XM) = L v(xn - xn- l), (6.1) 

n=2 

where the centers are at Xl' ... , X M, respectively, 
and Xn- l < Xn for all n. The partition function is then 

<I>(M, L, T) 

= LLdXMl"'AtdXM_l" ·L"'2exP (-PV)dXl , (6.2) 

where a factor M! allowing for permutations in the 
order of the molecules on the segment is cancelled 
with the usual factor M! in the denominator. The 
constant pressure partition function is 

TI(M, p, T) = iooexp (-PpL)<I>(M, L, T) dL. (6.3) 

It was shown by Takahashi9 and by OiirseylO (see 
also Lieb and Mattisll) that an integral of the form 

'H. Takahashi, Proc. Phys. Math. Soc. Japan 24, 60 (1942). 
Also Ref. 11, p. 25. 

10 F. Giirsey, Proc. Cambridge Phil. Soc. 46, 182 (1950). 
11 E. H. Lieb and D. C. Mattis, Mathematical Physics in One 

Dimension (Academic Press Inc., New York, 1966). 

(6.3), with <I> given by (6.1) and (6.2), can be treated as 
the Laplace transform of an (M + I)-fold convolution 
so that 

TI(M, p, T) = (Pp)-2~M-l(p, T), (6.4) 

where 

~(p, T) = Looexp [-P{v(R) + pR}] dR. (6.5) 

The mean length I per molecule is given by 

1= L/M = _(MP)-lO In TI/op = _p-1o In ~/op. 
(6.6) 

Since M is regarded as very large, the factor (Pp)-2 in 
(6.4) has been neglected and the index M - I replaced 
by M in deriving the last expression of (6.6). 

It is now necessary to specify the form of the 
interaction energy vCR) for two molecules with centers 
at distance R. If the hard core of a molecule is of 
dimension a, it is convenient to introduce r = R - a 
and write 

vCr + a) = co, -a < r < 0, 

vCr + a) = 0, ° < r < ro - Il, ro + Il < r, 

vCr + a) < 0, ro - Il < r < ro + Il < a. 

(6.7) 

There is thus a potential well in the region ro - Il < 
r < ro + Il which is separated by a finite distance 
ro - Il from the hard core and which corresponds to 
the bonding possible between second neighbors in the 
lattice model. The condition ro + Il < a ensures that 
no third molecule can lie between a pair whose inter­
action energy is nonzero. With t.his form of interaction 
energy, 

~(p, T) = (Pp)-l exp (-ppa)~*(p, T), (6.8) 

J,

ro+A 
cb*(p, T) = 1 + pp ro-A exp (-ppr) 

X [exp {-pv(r + a)} - 1] dr, (6.9) 

where clearly ~* would reduce to I were the potential 
well absent. Equation (6.6) for the mean length per 
molecule now becomes 

1- a = [1 + ppJ,roH r exp (-ppr) 
ro-A 

X [exp {-pv(r + a)} - 1] drJj pprp*, (6.10) 

which in the absence of the potential well reduces to 

1- a = (Pp)-l, (6.11) 

the correct expression with a hard core potential 
only.u As T -- co and P -- 0, Eq. (6.11) again applies 
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if the well potential is of finite magnitude, which will 
always be assumed. 

To discuss the situation when T - 0 and {3 - 00, it 
is useful to denote by r m the value of r at which the 
sum v(r + a) + pr attains its least value in the interval 
ro - ~ :::;: r :::;: ro + ~. The point r m may lie either at 
a boundary of the well (as in the square-well model of 
Sec. 7) or where 

dv(r + a) + = 0 d
2
v(r + a) > 0 (6.12) 

dr p , dr2 

(as in the parabolic-well model of Sec. 7). The 
behavior at absolute zero depends on the sign of 
vCr m + a) + pr m' If this is positive (as always for 
sufficiently large p),then both cp* and the denominator 
of (6.10) tend to unity as T - 0 and then 

lim (i - a) = O. (6.13) 
T-+O 

On the other hand, if vCr m + a) + pr m < 0, the 
integrals in cp* and (6.10) both tend to infinity with {3 
and 

lim (i - a) = r m' (6.14) 
T-+O 

The relations (6.14) and (6.13) represent, respectively, 
the open and close-packed structures at T = 0 and can 
be given a similar thermodynamic interpretation to 
that of Sec. 5. From the above considerations the 
pressure Po, such that for p > Po the close-packed 
structure is stable at T = 0 and for P < Po the open 
structure is stable, is given by the implicit relation 

vCr mO + a) + por mO = 0, (6.15) 

r rnO being the value of r m at p = Po. 
Finally, it is useful to define the linear density p by 

p = ali. (6.16) 

Hence p = 1 in the condensed structure at T = 0 and 
p = a/(a + r m) in the open structure. 

7. CONTINUOUS MODEL: PARTICULAR 
CASES AND RESULTS 

Square-WeD Potential 

If vCr + a) = -Vo, where Vo = const > 0, for 
ro - ~ :::;: r ~ ro + ~, then, from (6.9), 

cp*(p, T) = 1 + 2{exp ({3vo) - I} 

X exp (- {3pro) sinh ({3pM (7.1) 
and, from (6.10), 

i-a = [1 + 2{exp ({3vo) - I} exp (-{3pro) 

X {(l + {3pro) sinh ({3p~) - {3p~ cosh ({3p~)}]/{3pCP*. 

(7.2) 

kT/"'. 

FlO. 8. Square-well 
potential model: den­
sity against reduced 
temperature. Each 
curve is for a par­
ticular value of 
the reduced pressure: 
(1) prolvo = t. (2) 
prolvo = 1. (3) prol 
Vo = 1..f! = porolvo. 
(4) prolvo = 2. 

It can be seen from (7.1) and (7.2) that if 

Po = vo/(ro - ~), (7.3) 

then, for p <Po, i-a - ro - ~ as T- 0 while, for 
p > Po, I - a - 0 as T - O. This agrees with the 
arguments of Sec. 6 since, for the square-well po­
tential, r rn = ro - ~ at all values of p, so that 

vCr m + a) + pr m = p(ro - ~) - Vo 

and equating this expression to zero yields (7.3). It 
should be noted that, if the square well is adjacent to 
the hard core (ro = ~), then r m = 0 and i-a - 0 as 
T - 0 for all values of p. 

The density function p defined by (6.16) has been 
calculated from (7.1) and (7.2) as a function of the 
reduced temperature kT/vo for ~/ro = 110' ro/a = ! 
and several values of the reduced pressure pro/co. 
Some curves are shown in Fig. 8. For P > Po = 
1Ovo/9ro, p decreases monotonically from its value of 
1 at T = 0, while for p < Po there is a maximum. 
However, instead of rising directly to this maximum 
from its T = 0 value of a/(a + ro - ~), the function 
p first decreases and passes through a minimum, 
resembling the behavior of water density at inter­
mediate pressures. 

Parabolic-Well Potential 

This is defined by 

vCr + a) = -Vo + vo(r - ro)2/~2, 

ro - ~ < r < ro + ~, (7.4) 

so that v(r + a) is continuous at the well boundaries 
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r = ro ± L.\.. Substitution in (6.9) gives, where 
tpL.\.jvo < 1, 

cp* = 1 - 2 exp (-f3pro) sinh f3pL.\. 

+ t exp {f3(vo - pro + Ip2L.\.2jvo)} 

X (7Tjf3vo)!f3pL.\.[erf {(f3vo)!(1 + tpL.\.jvo)} 

+ erf {(f3vo)!(1 - tpL.\.jvo))]. (7.5) 

Where tpL.\.jvo > 1, the second error function in (7.5) 
must be changed to -erf {(f3vo)!(tpL.\.jvo - I)}. It can 
be shown from (6.10) that 

i-a = ro - tpL.\.2jvo 
- [f3p{ro - tpL.\.2/VO - 2L.\. exp (-f3pro) 

X cosh (f3pL.\.)} - 1 + 2 exp (- f3pro) 

X sinh (f3pL.\.)]/f3pcp*. (7.6) 

From (7.5) and (7.6) it can be seen that, if 

Vo - pro + !p2L.\.2jvo >- 0, Vo > tpL.\., (7.7) 

then 
lim (1- a) = ro - ipL.\.2/ro , (7.8) 
T .... O 

but otherwise i-a --° as T -- 0. The conditions 
(7.7) are first broken at the lower root of the equation 
Vo - pro + tp2L.\.2/vo = 0, so that 

Po = (2vo/L.\.2}{ro - (r~ ~ L.\.2)!}, (7.9) 

which is approximately vo/ro for small values of L.\.jro. 
At T = 0 it can be seen from (7.8) and (7.9) that i-a 
decreases from ro at p = ° to (r~ - L.\.2)! at p= Po. 
Hence as p passes through the value Po at T = 0, 
there is a discontinuity in i since, for p > Po, i-a = 
0. The discontinuity disappears if the parabolic well is 
adjacent to the hard core (ro = L.\.). 

The behavior of the system at T = 0 can also be 
deduced from the considerations of Sec. 6. For small 
p, the minimum value of vCr + a) + pr is given by 

dv(r m + a)/dr m + p = p + (2vo/L.\.2)(r m - ro) 
= 0, (7.10) 

so that the right-hand side of (7.8) is r m' Then 

v(rm + a} + prm = -vo + vo(rm - ro)2/L.\.2 + prm 

= -Vo + pro - Ip2L.\.2/vo, 

so that the first member of (7.7) represents the condi­
tion for negative vCr m + a) + pr m . Where p = 
2vo/L.\. > Po, rm = ro - L.\. and for p > 2vojL.\., the 

f 

0'6 

<>5 

0·4·L-----L~-!----~3 --4~--.J 

kT/vo-

FIG. 9. Parabolic-well potential model: density against reduced 
temperature. Each curve is for a particular value of the reduced 
pressure: (I) prolvo = !, (2) profvo = 1, (3) profvo = 2. 

minimum value of vCr + a) + pr is no longer given 
by (7.10) but always occurs at r = ro - L.\.. Hence for 
all p > Po, vCr m + a) + pr m is positive. 

Where T is very small and f3 very large, it is not 
difficult to show from (7.5) and (7.6) that for p < po, 

i-a - (ro - tpL.\.2/VO) "" -(ro - tpL.\.2jvO) 

X exp [-f3{vo - pro + tp2L.\.2jvO}]j{pL.\.(lTf3jvo}l}. 

(7.11) 

It follows that just above T = 0, i is smaller than its 
zero-point value and hence p [as defined by (6.16)] is 
larger. Hence, for p < Po the function p must have at 
least one maximum when plotted against T at constant 
p. By using (7.5) and (7.6), p has been calculated and 
plotted against the reduced temperature kT/vo for 
L.\./ro = 110 and several values of the reduced pressure 
pro/vo. Where p > Po, the density decreases monot­
onically from its value of 1 at i = 0, but for p < po 
it first passes through a single maximum and then 
decreases (Fig. 9). The behavior of the parabolic-well 
continuous model is thus closer to that of the lattice 
model than that of the square-well continuous model. 
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The following question is considered: What special properties are possessed by those reduced density 
matrices which come from energy eigenstates? Using the fact that <4>[H, A] 1 4» = 0, where A is any 
operator and 14» an energy eigenstate, it is shown that the elements of the two-particle density matrix 
are severely restricted by homogeneous linear relations. Their full content is expressed in terms of an 
auxiliary one-particle density which possesses additional positivity properties in the ground state. 

The mathematical properties of reduced density 
matrices have already received extensive study (see 
Ref. 1 for a complete review and bibliography). 
In this paper we shall focus our attention on a question 
which appears to have been completely overlooked in 
the past. The question is: What special properties are 
possessed by those reduced density matrices which come 
from the eigenstates of a given Hamiltonian? 

In order to obtain information about y and r from 
Eq. (5), we choose the following special form for A: 

We consider an N-particle system of fermions or 
bosons with a Hamiltonian of the form 

H = f T(x', x)tp+(x')tp(x) dx dx' 

+ ! f vex', y', x, y) 

X tp+(Y')tp+(x')tp(x)tp(y) dx dy dx' dy'. (1) 

The one- and two-body density matrices are defined 
by 

y(x, x') = <4>1 tp+(x')tp(x) 14», (2) 

r(x,y, x',y') = <4>1 tp+(y')tp+(x')tp(x)tp(y) 14». (3) 

We shall assume that 4> is an energy eigenstate 

H 14» = E 14». (4) 

From this, it is very easy to see that 

<4>1 [H, A] 14» = 0, (5) 

where A is any operator. In fact, the demand that 
Eq. (5) be satisfied for every operator A is equivalent 
to the statement that 14» is an energy eigenstate. 

'" Supported in part by U.S. Atomic Energy Commission, 
Contracts AT(30-1)-1480, AT(11-1)-Gen 10, P.A. No. 15. 

1 L. J. Kijewski and J. K. Percus, Phys. Rev. 179, 4S (1969). 

A = tp+(z)tp(z'), (6) 

The commutator [H, A] is then given by 

[H, A] =f T(x', z)tp+(x')tp(z') dx' 

-f T(z', x)tp+(z)tp(x) dx 

+ f vex', y'~ x, z) 

X tp+(y')tp+(X')tp(x)tp(z') dx dx' dy' 

-f vex', z', x, y) 

X tp+(z)tp+(X')tp(x)tp(y) dx dy dx' (7) 

and its expectation becomes 

<4>1 rH, AJ 14» 

= f [y(z', x')T(x', z) - T(z', x')y(x', z)] dx' 

+ I [rex, z', x', y')V(x', y', x, z) 

- vex, z', x', y')r(x', y', x, z)] dx dx' dy' = o. 

Using the fact that 

y(x, x') = (N - 1)-lf rex, y, x', y) dy, 

we may write Eq. (8) concisely in the form 

f[r(x, z', x',y')h(x',y', x, z) 

(8) 

(9) 

- hex, z', x', y')r(x', y', x, z)] dx dx' dy' = 0, (10) 

1761 
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where the "reduced Hamiltonian" 

h(x,y, X',y') = (N - l)-l[T(x, x')b(y - y') 

+ b(x - x')T(y,y')] + V(x,y, x',y') (11) 

is that in which each one-body energy term is distrib­
uted among the pair energies. Indeed, h may be 
defined by 

H = if hex', y', x, y) 

X 'IjJ+(y')'IjJ+(x')'IjJ(x)'IjJ(y) dx dy dx' dy', (12) 

which replaces Eq. (1), and y need never be introduced. 
Equation (10) takes its most directly useful form in 

the representation in which h is diagonal. Suppose 

hex, y, x', y') = 1 Enuix, y)u:(x', y'), (13) 
n 

where the sum may actually include an integral over 
the continuous spectrum of h. If we express r in terms 
of the orthonormal un's as 

rex, y, x', y') = 1 r nmUn(X, y)u;';.(x', y'), (14) 
n.m 

then Eq. (10) states that 

1(En - Em)rnmUnm(z, z') = 0, (15) 
n.m 

where 

U nm(z, z') = f uiz, y)u:(z', y) dy. 

One might be tempted to say that Eq. (15) indicates 
that r nm vanishes whenever En is not equal to Em' This 
would constitute an extremely useful result, since it 
would imply that rand h could be diagonalized 
together. Unfortunately, no such thing is implied by 
Eq. (15) because the Unm(z, z') are not even inde­
pendent functions: (nm) is a four-particle index and 
(z, z') only a two-particle argument. 

In order to convert Eq. (10) into a concise restriction 
upon the matrix elements of r, we will write rand h 
in the following rather unconventional representation. 
We first use the fact that both hand r are Hermitian to 
rewrite Eq. (10) as 

f [hex', y', x, z)r*(x', y', x, z') 

- rex', y', x, z)h*(x', y', x, z')] dx dx' dy' = O. (16) 

Then we combine the one-particle variables x' , y' , x to 
form a three-particle variable R, so that 

f W*(R, z')h(R, z) - h*(R, z')r(R, z)] d3R = O. 

(17) 

Now heR, z) is the kernel of a linear transformation 

from one-particle space co to three-particle space O. 
It may be diagonalized in the sense that there exist 
two sequences of orthonormal functions In(z) and 
Fn(R) and real constants hn' such that 

heR, z) = 1 hnF n(R)f:(z). (18) 

We can assume that the In(z) span co, but the Fn(R) 
can only span a linear subspace 0' of O. Let us then 
complete the Fn(R) to an orthonormal basis on 0 by 
appending the set GjJ(R) , the elements of which, we 
note, all satisfy 

f heR, z)G:(R) d3R = O. (19) 

The kernel r(R, z) can now be expanded in the two 
bases Un(z)}, {Fn(R)} U {GjJ(R)}: 

r(R, z) = 2: P mnF m(R)f:(z) + 2: QjJnGp(R)f:(z). 

(20) 

Using the orthonormality properties, Eq. (17) reduces 
to the very simple form 

(21) 

Thus hmP mn is Hermitian-and E = Tr(hP)-but 
nothing can be said of QjJn' 

The QjJn do, however, enter in describing the way in 
which the Hermitian matrix hmP mn is also nonpositive 
as a matrix. Suppose that e/> is the N-particle ground 
state with energy Eo(N) and a is anyone-body anni­
hilator. Then clearly 

o ~ (e/>I a+(H - Eo(N - 1»a Ie/» 

= (e/>I a+[{H - Eo(N - 1)}a - a{H - Eo(N)}] Ie/». 

(22) 
If we introduce the chemical potential 

Po(N) = Eo(N) - Eo(N - 1), (23) 

it follows that 

(e/>I a+[H,'a] Ie/» + Po(N) (e/>I a+a Ie/» ~ 0, 

which we write as 

<e/>I a+[H - Po(N)N, aJ Ie/» ~ 0, (24) 
where 

~ = J 'IjJ+(x)'IjJ(x) dx. 

On choosing a+ = 'IjJ+(z), a = 'IjJ(z'), and evaluating 
(24) in the same manner as in (7), we conclude that 

J ([Po(N)/(N - 1)]b(x - x')b(y' - z') 

- hex, z', x', y')}r(x', y', x, z) dx dx' dy' (25) 

is nonnegative as a matrix. To translate (25) to the 
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representation (18), (20), we similarly decompose 

15(r1 - r3)15(r2 - z) = II mnF m(R)f:(z) 
+ I JpnGp(R)f:(z). (26) 

It then follows at once that 

[f'o(N)/(N - l)](I+P + J+Q)mn - hmP mn (27) 

is positive semidefinite. 
Equation (25) is the prototype of a number of 

Hamiltonian-dependent inequalities which restrict the 
Qmn as well. For this purpose, (24) is extended to 

(~I [A+, [H, A]] I~) = (~I A+HA I~) 
+(~I AHA+ I~) ~ 0, (28) 

where A is a bilinear fermion operator. In this fashion, 
each of the "kinematic" inequalities of Ref. 2 gives 
rise to a Hamiltonian-dependent inequality. Further 
details can be found in Ref. l. 
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A soluble model for the derivation of kinetic theory is discussed. It is shown that Bogoliubov's adia­
batic assumption is not valid even to leading order in the kinetic regime. Furthermore, the adiabatic 
assumption gives rise to a singular behavior in the correlation function which is sufficiently strong to 
violate the ordering assumed in the expansion. The exact result for the model correlation is neither 
adiabatic nor singular throughout the kinetic regime. We first show that the singularity is removed by 
properly reordering the correlation in the relevant domains; then a method for obtaining uniformly valid 
asymptotic solutions for a wide class of integrodijJerential problems (that includes our model) is 
presented. We apply our technique to the BBGKY hierarchy and show that for a weakly coupled gas 
(i) the familiar Landau equation is satisfied in lowest order by the velocity distribution function and (ii) 
the two-particle correlation function can be calculated consistently to leading order, yielding a nonadia­
batic and nonsingular behavior. 

1. INTRODUCTION 

The purpose of this paper is two-fold. One is to 
present a simple solvable model for kinetic theory 
which allows one to test the validity of various ex­
pansion techniques. The other is to develop a general 
method ("method of extension") for obtaining asymp­
totic solutions for differential and integrodifJerential 
equations containing a small parameter. 

The divergences that are encountered in the process 
of obtaining asymptotic solutions of the BBGKY 

• Work sponsored by the Air Force Office of Scientific Research, 
Research Grant No. AF-AFOSR-815-67. 

t Work sponsored by Air Force Office of Scientific Research of 
the Office of Aerospace Research' under Contract No. AF 49(638) 
1461. 

hierarchy are well known.1- 5 Simple perturbation 
expansion in powers of the small parameter, like the 
density, weakness of potential, plasma parameter, 
etc., break down for long times because the pertur­
bations grow with time. Such secular behavior in the 
first order was removed by Bogoliubov through 
his famous adiabatic assumption. 1 Attempts to apply 
the adiabatic assumption to higher orders reveal 
divergences which are not readily removable.8.5 

1 N. ~. Bogoliubov, Studies in Statistical Mechanics, J. de Boer 
and G. Uhlenbeck, Eds. (North-Holland Pub!. Co. Amsterdam, 
1962). 

• T. Y. Wu, Kinetic Equations of Gases and Plasmas (Addison-
Wesley Pub!. Co., Reading, Mass., 1966). 

• G. Sandri, Ann. Phys. (N.Y.) 24,332, 380 (1963). 
, E. A. Frieman, J. Math. Phys. 4, 410 (1963). 
• E. G. D. Cohen and J. R. Dorfman, J. Math. Phys. 8, 282 (1967). 
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• T. Y. Wu, Kinetic Equations of Gases and Plasmas (Addison-
Wesley Pub!. Co., Reading, Mass., 1966). 

• G. Sandri, Ann. Phys. (N.Y.) 24,332, 380 (1963). 
, E. A. Frieman, J. Math. Phys. 4, 410 (1963). 
• E. G. D. Cohen and J. R. Dorfman, J. Math. Phys. 8, 282 (1967). 
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Another approach for obtaining systematic asymp­
totic solutions for the hierarchy is through the method 
of multiple time (and space) scales.u .6 This method 
gives a rationale for Bogoliubov's assumption and 
yields convergent kinetic equations to the leading 
order. Furthermore, one obtains an expression for the 
rate of change of the transient part of the distribution 
function, which Bogoliubov's method does not give. 
Corrections to the leading-order collision integral 
have been obtained, by using multiple time and space 
scales, for a dilute gas.6 For other systems, however, 
there seem to be divergences which cannot be removed 
by simple time scaling. This is most readily seen for 
a weakly coupled gas. For this system, without in­
cluding three-body effects, the linear time scales 
method gives an ambiguous transient and, an exces­
sively singular correlation function in Fourier space.7 

With a view to studying these divergences, we 
present in this paper a simple linear model consisting 
of two coupled equations. They may be looked upon 
as an analog of the first two equations of the hierarchy 
(neglecting the three-body terms) for a weakly coupled 
system linearized about thermal equilibrium. This 
model has the essential features of the equations of 
kinetic theory, including the singularities and secular­
ities of the perturbatiori expansions. Since, by con­
struction, three-body effects are absent in this model, 
any divergence arising in perturbation solution should 
be attributed solely to the failure of the method 
employed. We demonstrate that the failure of Bogo­
liubov's method and of the simple time-scaling method 
can be seen even from the leading-order results in the 
following sense. Although these methods give con­
vergent collision integrals, they predict a singular 
behavior for the pair-correlation function in Fourier 
space in the leading order. Such singular behavior is 
spurious and can be removed by proper reordering as 
shown in this paper. We suggest that a substantial 
portion of the higher-order difficulties hinges on this 
spurious singularity. 

Our model can be cast in the form of a single 
integrodifferential equation for the distribution func­
tion. The latter part of this paper is concerned with 
obtaining uniformly valid asymptotic solutions for 
such equations. We suggest a method of extension 
which includes the simple time scaling and Lighthill's 
stretching methodS as special cases. Explicit solutions 
are presented for specific kernels. The convolution 
form of the linear integrodifferential equation pre-

• E. A. Frieman and R. Goldman, J. Math. Phys. 7, 2153 (1966); 
8, 1410 (1967). 

7 G. V. Ramanathan and G. Sandri, Bull. Am. Phys. Soc. 13,296 
(1968). 

8 M. J. Lighthill, Phil. Mag. 7, 40 (1949). 

sented here can be formally solved by the use of 
Laplace transforms. The inversion of the transform, 
however, is not a trivial task. The method of extension 
offers an alternative way of solving the equation 
without using transforms. Therefore, if an inversion 
formula can be rewritten as an integrodifferential 
equation, the method of extension could be used to 
solve it asymptotically. It should be noted that 
whereas the transform methods are useful only in 
linear problems, the method of extension does not 
depend on the linearity of the equation. 

2. THE MODEL 

The model consists of the following two equations: 

df = -€fd3xw 0 oU(x) g, (2.1) 
dt ox 
og + v 0 og = w 0 oU(x) f (2.2) 
at ox ox 

Here f is a function of t alone, v and ware two given 
constant vectors, € is a small positive parameter, and 
U a potential function dependent on x alone. v and w 
being parallel is analogous to thermal equilibrium. 
Then g = Uf The potential U will be assumed to be a 
spherically symmetric function of x. Our model can be 
viewed as a classical analog of the Weisskopf-Wigner 
model for radioactive decay.9 

It is convenient to write these equations in Fourier 
space: 

df = +€fd3k(ik 0 w)Ug, 
dt 

og +'k ~ ·k (JT' - I ovg = I oW 'j. at 

(2.3) 

(2.4) 

For simplicity, we shall assume that g(O, k) = O. We 
discuss below the application of standard expansion 
techniques to this model. Their defects are best 
assessed by comparison with the exact solution given 
in Sec. 4A for a specific interaction. 

To see how the equations of the BBGKY hierarchy 
suggest the model equations (2.1) and (2.2), we write 
the equations for the one-particle distribution P and 
for the two-particle correlation function r == p2-

PP as follows: 
Opl 
-=€Lr at ' 

~~ + xr = lplpl + O(€), 

9 E. Wigner and V. Weisskopf, Z. Phys. 63, 62 (1930). A modern 
examination is given by M. Wellner [Phys. Rev. 118, 875 (1960») and 
a treatment based on linear time scales is given by E. Boldt and G. 
Sandri [phys. Rev. 1358, 1086 (1964»). 
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where we have used the operator notation of Ref. 3 
(for a spatially homogeneous weakly coupled gas). 
The essential features of these two equations for the 
derivation of kinetic theory are (i) the quantities L, 
J(" and I are linear operators which are odd under the 
time-reflection transformation; (ii) the operator L is an 
integral operator which phase-mixes the coordinates of 
the typical second particle, J(, represents inertial 
streaming, and I represents two-body interactions; 
(iii) the three-body terms appear in the O( €) correc­
tions to the equation for r. Linearizing about equilib­
rium as pi = F~ + f, r = req + g, and omitting 
three-body effects, we find immediately that 

af = €Lg, 
ot 

og at + J(,g = If, 

where 1 is an easily computed linear operator, odd 
under time reflection. The Eqs: (2.1) and (2.2) have 
the form of the linearized BBGKY equations and the 
three basic properties listed above. The modeling 
consists in replacing gradients in velocity space simply 
by "average eigenvalues.". 

For a Lorentz gas, linearization is unnecessary. 
Also, the equations used for the derivation of the 
master equation are of the form discussed above, the 
phase mixing occurring in higher dimensions. 

Both for the BBGKY hierarchy and for our model, 
while the starting equations are invariant under time 
reflection, the kinetic approximation gives an equation 
that is not. It is essential for this property to hold, that 
L have phase-mixing properties. 

A. Perturbation Theory 

If we write 

f = f(O) + if(l) + €"i(2) + ... , 
g = to) + €g(1) + €2t 2) + ... , 

we obtain 
dlj(O) 
-:it = 0, flO) = const, 

whence 

f(1) = itj(O)fd3k (k • W)2 02 
k·v 

_ fofd3k (k. W)2 (1 _ e-ik .• t)02. (2.7) 
(k • V)2 

Clearly, for t ~ 1 f € the perturbation series breaks 
down. 

B. Bogoliubov's Method 

Bogoliubov assumes that in the kinetic regime the 
pair correlation depends on time only through a 
functional of the distribution function. The equivalent 
expansion for the model is the following: 

g = g(O) + €g(l) + €2g(2) + ... , (2.8) 

~ = €f d3kik· wOg(O) + €2f d3kik· wOg(1) + .... 
(2.9) 

Equation (2.2) is written as 

ogdf+'k ~ 'k OT. - - I· vg = I .• W J' 
af dt 

(2.10) 

Substituting for dffdt from (2.9) and equating powers 
of €, we obtain 

~o k· W (J. 
g = k. v J' 

Taking into accuunt the "generalized molecular 
chaos" condition of Bogoliubov, one interprets the 
singularity as 

t = p(k. W) Of + 71'iI'J(k. v) Of (2.11) 
k·v 

Substituting this result into Eq. (2.9), we have 

df = -€71'f f d3k(k. W)202 = -€cI/ (2.12) 
dt 

In the next order, by substituting (2.l2) for dfldt into 
Eq. (2.10), one gets 

~(l) • k . W (JT' (2.13) g = -ICl-- J' 
(k • V)2 

The correction to dffdt obtained from (2.13) is clearly 
divergent. The expression for g(O) given by (2.11) has a 

og~(O) 

- + ik· vgl°) = ik· wO/O
). at 

Upon integration, we have 

to) = k • W OP(1 _ e-ik.vt). 

k·v 

(2.5) singularity at k· v = O. This singularity becomes 
worse in gO). In the expansion of g in powers of €, 

Eq. (2.8), it has been tacitly assumed that g(O) is of 
order unity. This ordering breaks down when k· v "-' €. 

(2.6) This suggests a reordering which is explained in the 
next section. 

Substituting (2.6) into the equation for f(J), we have 

df(l) = ij(O)fd3k (k • W)2 02(1 _ e-ik.vt), 

dt k· v 

C. Method of Linear Time Scales 

This model can be analyzed by the use of time 
scales in the same way as one does in kinetic theory.2.3 
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One introduces a sequence of independent times 
TO = t, T1 = Et, T2 = E2t, ... and utilizes the resulting 
freedom to remove the secularities in the problem: 

/ = fO) + Ej(ll + E2j"(2) + ... , 
g = to) + Eg(1) + E2t 2) + ... , 

!! = ~ + E ~ + E2 ~ + ... . 
dt OTO OTI OT2 

Substituting these expressions into (2.3) and (2.4), to 
the zeroth order in E, one obtains 

ofO) 
-- = 0 or lO) =lO)(Tl,T2'" .), 
OTO 

og-(O) 
- + ik • vtO) = ik • w (Jl°l, 

OTO 

or, for a simple choice of initial conditions, 

to) = ik. w(Jj<O)iTOdze-tll. .... 

To the first order, 

-- + - = -lO) d3k(k. W)2(J2 dze-i " .••• 
01j(0) 01j(1) f fTO 

OTI OTO ° 
(2.14) 

We notice tha( the first term on the left side is inde­
pendent of TO and the right side remains finite as 
TO -+ 00. Therefore, to keep 1(1) finite as TO -+ 00, it is 
necessary to set 

or 

0/(0) = -lo)fd3k(k. W)202 (<Xldze-.lI.·.. (2.15) 
OTI Jo 

OJ<°) = -lO) 7Tf d3k(k. W)2020(k. v), 
OTI 

which is the same result as obtained by Bogoliubov's 
method. It can be seen, however, that this is not 
sufficient to keep PI) well defined as TO -+ 00. Sub­
tracting (2.15) from (2.14), we obtain 

0/(1) = -lo)fd3k(k. W)202 {<Xl dze-i" ... 

OTO lro 
= 1(0)fd3k (~ • W)2 (J2e-ik·,,0. (2.16) 

lk·v 

The resulting PI) function depends sensitively on the 
order of integration. The correlation function to 
leading order is identical with Bogoliubov's and, 
thus, just as singular. 

Two points are worth noting here. The first is that, 
just as in Bogoliubov's method, here too it has been 
tacitly assumed that g(O) is of the order unity. The 

second is that, as can be seen from (2.15), the lorig­
time (T1) dependence of the transient is only through 
PO). In fact, it will be shown in Sec. 4 that this need 
not necessarily be so and that there is not enough 
freedom in the simple time scales method to decouple 
the transients from PO). 

By continuing these calculations formally to higher 
orders, it can be readily seen that the singular be­
havior of g, and consequently the divergences of 
the perturbations of f, become worse and worse. 
Therefore, even before attempting to study the 
higher-order corrections, one should remove the 
divergencies and inconsistencies in the leading-order 
theory. 

3. REORDERING 

In both Bogoliubov's method and the simple time­
scales method one makes use of the fact that f varies 
slowly while g varies quickly. As we shall show in this 
section, this is significantly not true for small values 
of k· v. For convenience, we rewrite (2.3) and (2.4): 

~ = Ef d3k(ik. w)(Jg, (2.3') 

0-
-.1. + ik. vg = ik· waf (2.4') ot 

It is reasonable to assume that the right side of (2.4') 
is bounded for all k and t. If k . v were finite, indeed, 
to the leading order, we could write 

k.wVlj . - (1 -,,,.,t) g=-- -e . 
k·v 

If k· v f"" E, however, we can no longer do that. For, 
setting kll = Ekll (jjrefers to the component along v), 

df = E2fd2k1.f<Xl dkll(i~. w1. + Eik11w)IIOg, (3.1) 
dt -<Xl 

og + iEkllvg = (ik1.' W1. + EikllwlI)Of (3.2) ot 
If we assume that g is of order unity and in the 

first approximation we neglect the second term on the 
right side, we get 

g f"" (ikl. • w l.) aft. 

Thus, for times of the order lIE, g grows to be of the 
order of lIE. This violates our assumption that g f"" 1. 
To neglect iEkllvg is no longer justifiable. Therefore, 
for times of the order lIE, we have to reorder g in the 
following way: 

g = (ljE)g', 

t = (l/E)t'. 

(3.3) 

(3.4) 
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Then (3.1) and (3.2) become 

d~ =fd2kJ.fGO dkil(ikJ.' WJ. + EikilwlI)Og', (3.5) 
dt -GO 

og' + ik'llvg' = (ikJ.' wJ. + iEk11wlI)Oj. (3.6) 
ot' 

Thus, we see that for small values of kll ' g evolves in 
time on the same scale asf For long times, the region 
of small kll is the relevant region as far as the collision 
integral is concerned, and it is in this region that 
Bogoliubov's assumption breaks down. 

From (3.5) and (3.6) we can obtain the kinetic 
equation and the correlation function to the leading 
order in this region by setting E = 0 in these equations. 
Thus, 

dJ = -fd2k(kJ.' wJ.)20(kJ.) 
dt' 

xfGO dk ll ft'dze-ikll'V'!(t' - z), 
-GO Jo 

f t ' 
g' = (ikJ. ,wJ.)t)(kJ.)Jo dze-ikll'v'!(t' - z). 

(3.5') 

(3.6') 

Assuming that the kll and z integrations can be inter­
changed, 

dJ = -yf, y = ~ f d2kJ.(kJ. • WJ.)2t)2(kJ.), 
dt' v 

which coincides with the result obtained through 
Bogoliubov's method, if one keeps in mind (3.4). 
The correlation, however, is slightly different: 

or 

g' = kJ. ,wJ.t)(kJ.) (e-yt' _ e-ikll'vt) 
k'v + iy 

g = kJ.· wJ.t) (e-£yt _ e-ikllvt). 
kllv + iey 

(3.7) 

(3.8) 

This result is large for small values of kll ' but, unlike 
the adiabatic result, it remains bounded. In Appendix 
A we do the reordering for the BBGKY equations 
for a weakly coupled system and derive the Fokker­
Planck equation. 

4. INTEGRODIFFERENTIAL EQUATION 

The model can be represented by a single linear 
integrodifferential equation. For simplicity, we as­
sume that initially g is zero everywhere. Solving for g 
and substituting in the equation for f, the following 
equation is obtained: 

df = EltdZK(t. z)J(z). 
dt 0 

(4.1) 

where 

K(t. z) = - f d3ke-ik'V(t-z)(k. W)2t)2. (4.2) 

In this section we shall develop a method for 
obtaining uniformly valid solutions for (4.1). We 
shall not assume that K(t, z) = K(t - z) as in (4.2). 
The functional dependence of K on t and z can be 
arbitrary, subject to the conditions 

K(t,O) is bounded, 

lim tdzK(t, z) is finite. 
t-+GO Jo 

For simplicity, we assume that Kis independent of E. 

It can be readily seen that, in general, an expansion 
offin powers of E will break down for t,....., l/E. To get 
around this difficulty, we search for a new domain in 
which this secular behavior would not occur. For this 
purpose, we embed t into a space T of dimension 
N + 1, {TO, Tl, T 2 , ••• ,TN}' (For more details on 
extension, see Ref. 3. In this paper we do not attempt 
to answer questions concerning the mathematical 
rigor of this method. We merely present in an intuitive 
manner a possible method that could be useful in 
solving physical problems.) The set of points consti­
tuting the original domain will now be the line in T 
given by Tn = Tn(t), n = 0, 1, ... ,N. This line will 
be called the "physical line." The functions T; can 
depend quite generally on E. A function 

f{Tn } == f(TO' T l .···) 

is called an extension of f(t) if and only if 

f{Tn(t)} = J(t). (4.3) 

It is clear from this definition that the extension of a 
function is not unique. For example, if TO = To(t) has 
an inverse t = t( To) and A {T n} is a function such that 
A{O} = 0, then the function 

is also an extension off, if f is an extension off 
Summarizing our notation, 

Tn = Tn(t) == Tn [TO] , O:S; n :s; N, (4.4a) 

TO = To(t), t = t(TO)' (4.4b) 

We now apply our definition of extension, Eq. (4.3), 
to the derivative and to the integral 

cfo(t) = dJJdt, 

1j!(t) = fdt'F(t; t'). 

(4.5a) 

(4.5b) 
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It is readily verified, using (4.3), that 

~{-r n} = [dth )]-1 I dTn[To] ~ f{-r n}' (4.6a) 
dTo n=O dTo OT n 

are extensions of 4> and "P, respectively. Furthermore, 
f is an extension off if and only if ~ is an extension of 
4>, and similarly for F and "P. 

In a problem with a small parameter f, the T's will 
be functions of f. After performing the extension, we 
look for a solution for the extended dependent 
variable in powers of f. We impose on this solution 
the condition that the terms in the power series should 
become successively smaller as f tends to zero. We 
utilize the freedom resulting from the extension to 
remove nonuniformities in the perturbations. After 
obtaining a solution in the extended space, we project 
it onto the physical line. Without any loss of general­
ity, we can assume that I (TO' f = 0) = TO, because 
any f-independent transformation of I is not relevant 
to the asymptotic analysis of the problem. Further­
more, we shall view the sequence {Tn [TO]} as one of 
successively more and more slowly varying functions. 
Thus, the T's are expanded as follows: 

I(TO) = TO + f';O(TO) + f21]oh) + .. " (4.7) 

Tlh] = f';l(TO) + f21]1(TO) + ... , (4.8) 

(4.9) 

and so on. The functions ';0' ';1' ... , 1]0' 1]1' ... will 
have to be determined from the uniformity conditions. 
Setting t = 0 in (4.7), To(O) can be expressed as a 
power series in f: 

To(O) = -fMO) + f2[';0(0)';~(0) - 1]0(0)] + .... 
(4.10) 

Now, we extend Eq. (4.1) using (4.6) and look for a 
solution of the form 

f = flO) + d(1) + f2f(2) + . . . . (4.11) 

It is worth noting that Tl = T2 = ... = 0 corresponds 
to Lighthill's method and t = TO' T; = fii To corre­
sponds to the simple time scales method. 

Expanding both sides of the extended form of Eq. 
(4.1) in powers of f and equating powers, the following 
equations are obtained up to the second order: 

of(O) 
-=0, 
OTo 

(4.12) 

d1]2 of(O) d1]l of(O) d';l of(l) Of(2) 
---+---+---+­
dTo OT2 dTo OTI dTo OTI OTO 

= MO)f(O)(O, Tl, T2, ... )K( TO, 0) 

d'; iTO + -d 0 dp,K(TO' p,)f(O)(p" Tl, ... ) 
TO 0 

+ fOdp,(f(O)(P"Tl>"') 0: [Kh,p,)Mp,)] 

+ f (O)( •• • )oKh,p,) t ( ) p" Tl, 5"0 TO 
OTO 

of(O)(p, T ••• ) ) 

- ~Tll' Kh,p,)[';l(TO)-Up,)]. 

(4.14) 

The above equations are in a very general form. 
In particular, they include the terms that arise in: 

(i) Simple perturbation theory (obtainable" by 
setting ';0 = ';1 = 1]1 = 1]2 = 0), 

(ii) Linear time scale theory (those containing ';1 
and 1]2), 

(iii) Lighthill's method (those containing ';0), and 
(iv) The "mixed" term containing 1]1' 

It may be observed that so far there are seven un­
known functions, namely, f(O), f(l), f(2), ';0' ';1' 1]1, 
and 1]2 related by three equations and two nonsecular­
ity conditions, namely, f(l) If(O) should be bounded 
everywhere and f(2) If(l) should be bounded everywhere. 
We, therefore, have enough freedom to impose 
further restrictions on these functions. Since we 
should like to obtain solutions as close to the exact 
solution as possible, it is reasonable to impose a 
condition on the transients f(2) and f(l) that 

Of(2)jOf(l) 

oro oro 

be bounded everywhere. This we shall call the condi­
tion of differential uniformity. 

From (4.12) we have 

flO) = f(O)(rl' T2," .). (4.15) 

In the first order, noticing that f(O)(p" Tl' ... ) is 
independent of p" Eq. (4.13) becomes 

_5"_I_U 
_ + _u_ = flO) dp,K(TO'p,). d t ~f(O) ~f(l) iTO 

dTo orl Oro 0 

(4.16) 
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Since this should be true for all TO, of(O) JOTI = Ylf(O) 
where YI is a constant, it may be observed that this 
constant can be absorbed into the as yet undetermined 
function ~J. TO)' Thus, without loss of generality, we 
set 

( 4.17) 

Let us also write fIn) = f(O)F(n). Now (4.13) and (4.14) 
can be written in the following form: 

of(ll d~ iTO 
- = - _1 + df-tKh, f-t) = G(TO)' (4.18) 

OTO dTo 0 

OF(2) iTO 
-~- = df-tK( To, f-t)F(l)(f-t, Tl , ... ) 

UTO 0 

+ ~ [MTO)iTOdf-tK(TO, f-t)] 
dTo 0 

- fOdf-tKh, f-t)(UTo) - ~l(f-t» 
_ d1]1 _ d1]2 _ d~l (OF(ll + F(ll) 

dTo dTo dTo OTI 

= H(TO)' (4.19) 

We note that G is a function of TO only. We show 
below that H also is a function of TO only. Now, the 
uniformity conditions are 

lim iToG(A) dA < M l , 

TO-+oo 0 

T~i~ fOH(A) dA < M2 , 

1· H(TO) M 
1m --< 3' 

TO""OO G(TO) 

(4.20) 

( 4.21) 

(4.22) 

where M l , M 2 , and M 3 are constants. Solving for 
F(l) from (4.18), we have 

F(l) = Ah, T2' ... ) - ~lh) + fOdA r'df-tK(A, f-t). 

(4.23) 

Substituting this into (4.19), using the uniformity 
conditions, and noticing that A is not a function of 
TO, we have 

oA 
- = const = O. 
OTI 

The constant has to be set to zero to prevent A from 
growing with Tl' Anticipating that A will be a pure 
constant (which follows from higher-order theory), 
we absorb this constant in ~1 and set 

A = O. 

Therefore, 

F(l) = -~lh) + fOdAL'df-tK(A, f-t). 

Substituting (4.24) into (4.19), we obtain 

Hh) = fOdAK(TO' A) iAd,u f: dyK(,u, y) 

+ !L(~oh) ('°df-tK(TO, f-t») 
dTo Jo 

_ dUTo)iTOdA fA d,uK(A, f-t) 
dTo 0 Jo 

- UTO) fOdf-tK(TO, f-t) 

(4.24) 

d~l(TO) d + ~l(TO) -d- - -d (1]1 + 1]2)' (4.25) 
TO TO 

There is still a great deal offreedom available for the 
choice of the functions ~o, ~l' 1]1' and 1]2' Often in 
practice, the choice will depend on the particular 
problem at hand. We shall illustrate the method by 
considering two specific kernels, namely, an expo­
nential and a Gaussian. 

A. Exponential Kernel 

Consider 

K(t, z) = _e-Hz• 

For this kernel we find, from (4.24), that 

F(l)h) = -~iTO) - TO + 1 - e-TO. 

From (4.18), 

Gh) = - d~l - 1 + e-TO 
dTo 

and, from (4.25), 

H( TO) = TO (1 + d~l) - 2 + 2e-TO 
dTo 

(4.26) 

+ -TO I: -TO d~o (1 -TO) Toe - S"oe - - e 
dTo 

d~l (1 -TO) I: -TO + I: - - - e - S"le S"l 
dTo 

d~l d + ~l -d - -d (1]1 + 1]2)' (4.27) 
TO TO 

The condition (4.20) is satisfied by setting 

~l(TO) = - TO' 

Then, 
(4.28) 



                                                                                                                                    

1770 G. V. RAMANATHAN AND G. SANDRI 

and 

H( 1'0) = - 2 + 2e-TO + 2Toe-TO 

_ ~oe-TO _ d~o (1 _ e-TO) + (1 _ e-TO) 

dTo 

d 
- -d ('1h + 'fJ2)' 

TO 

To satisfy the conditions (4.21) and (4.22) we choose 

~o = 2To, 

'fJI + 'fJ2 = - 3To· 

Thus, we have 

flO) = CeT1+T1, 

F(I) = 1 _ e-TO, 

of(2) . 
-- = H(TO) = 3e-TO• 

OTO 

(4.29) 

(4.30) 

(4.31) 

(4.32) 

(4.33) 

By the same arguments as for.setting A = 0, we shall 
take F(2) (TO = 0) = 0, so that 

F(2) = 3(1 - e-TO). 

Now we project the solution onto the physical line by 
setting 

and 

TI = €~I( TO) + €2'fJI( TO)' 

T2 = €~2( TO)' 

(4.34) 

(4.35) 

t = TO + €~o( TO)' (4.36) 

Substituting (4.34) and (4.35) into (4.31) and using 
(4.28) and (4.30), we obtain, evaluating flO) along the 
physical line, 

From (4.36) and (4.29), 

TO = t(1 - 2€) + O(€2). 

Therefore, 

1(0) = Ce-ft-f"t, 

fI) = fO)F(I) = Ce-ft-f'\1 _ e-t+2f t) 
= Ce-ft-f2t _ Ce-t+ft , 

(4.37) 

f2) = 3C(e-ft-f2t - e-t+ft). (4.38) 

In Eq. (4.38), in the last term on the right-hand side, 
the €2t in the exponent has been dropped since the 
decay-time correction to this order can only be ob­
tained from third-order theory. Finally, combining 
these results, we have 

1 = 1(0)(1 + € + 3€2)e-f/-f
I

, 

- I(O)(€ + 3€2)e-t+<' + O(€3). (4.39) 

Thus, 1 has a finite slowly-varying part and a small 
transient part. 

For this kernel the integral equation can be solved 
exactly. The solution is 

1= 1(0) [(-1+(1-4€)1) 
(1 - 4€)1 2 

(
-1-(1-4€)1) 

X exp t 
2 

+ (-1 + ~ - 4d) exp (-1 + ~ - 4€)1 t) ] 
= 1(0)[(1 + € + 3€2)e-£/-f

2
t 

_ (€ + 3€2)e-t+ft] + O(€3), 

which is the same as (4.39) up to the second order. 
Each higher-order calculation yields a correction to 
the exponent as well as a correction to the amplitude. 

It is worth noting that a Bogoliubov-type expansion 
would not give the transient, while the linear time­
scales method would give the following: 

1 = 1(0)e-f
t--£2

t [1 + € + 3€2 
+ e-t (€ + 3€2 + 2€2t + ... )]. 

In other words, in the linear time scales method, the 
behavior of f(I) in the slow time scale would be given 
as a perturbation around the behavior of PO). In our 
more general method, there is sufficient freedom to 
decouple PI) from PO) to obtain the correct long-time 
behavior. 

B.Gaussian Kernel 

Consider 
K(t, A) = _e-(t-,O"/2. 

This kernel corresponds to a potential 

U( x) ex: e-a",2 

in the model. An exact solution of the integral equa­
tion cannot be obtained. For this case 

(4.40) 

(4.41) 
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The uniformity condition (4.20) is guaranteed by 
setting 

UTO) = -TolOOd,ue-I.'J2 = -(7T/2)lTO' (4.43) 

Using this, we rewrite (4.42) in the form 

+ tTo(i~ d,ue-1h4r + 2 i~ df1[1'2/2 

+ (27T)lTOJ 00 d,ue-1'2/2 _ (7T/2)le-TOI/2 
TO 

(4.44) 

In order to satisfy the uniformity condition (4.21), we 
set 

1]1 + 1]2 = -(2 -(2)-l)(7T)lTO' (4.45) 

Furthermore, in order to satisfy the differential uni­
formity condition, (4.22), we have to remove terms 
containing e-70i/4. We set 

Integrating, we obtain 

or, rearranging slightly, 

¢o = (27T)! - (2)! (00 dAe-A'/4 + (2)!Toe-ro"/4 
Jro 

Substituting (4.45) and (4.46) into (4.44), we have 

(J OO 2)2 JOO 2 H(To) = i1'o TO d,ue-1'14 + 2 TO d,ue-I' /2 

+ (21T)!Toj 00 d,ue-1'1/2 _ (7T/2)le-T02/2 
TO 

+ (2(2)le-ToI/4 - (2)lToi~ d/le-1'2/4) 

x JOO d/le-I<'/2 - (21T)!e-TOI/2. 
TO 

(4.47) 

(4.48) 

F(l)(To) = 1 - e-To'/2 + TOJOO d/le-I<'/2, (4.49) 
TO 

/(O)(TO) = exp {t:;1 + t:2(1]1 + 1]2)} 

= exp {-t:(1T/2)lTo - €2(2 - (2)-!(1T)lTO)}. 

(4.50) 
The relation between TO and t is given by 

t = TO + €(2(7T)! - (2)*f~ dAe-.<'/4 + (2)*Toe-T02/4 

or, inverting, 

- T~i~d,ue-ro2/4) + O(€2), (4.51) 

TO = t - €(2(7T)! - (2)!100d/le-1'2/4 + (2)lte-t2/4 

- (2)-t~2LlO d/leI'I/4) + O(E2). (4.52) 

For large t. these expressions can be simplified as 
follows: 

TO""'" t - t:2(7T)* + O(e-t ' /2/t5
), (4.53) 

H'"'" _(7T/2)!e-t2/2, (4.54) 

F(2) ,....., C - (7T/2)le-t2/2/t, C = 1 00 dtH(t), (4.55) 

F{l) "" 1 - 2(e-t2/2Jt3); (4.56) 

(0),......., e-tViT(_(2)-i€ _ (2 _ (2)-!)€2){1 _ €2(2)!7T}. 

(4.57) 

Thus, the dominant behavior off for long times is 

f = (Ao + EAl + e2A2)e-(Ylt-<'Ylt 
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Here again we notice that there are two parts to the 
solution, namely, a finite slowly varying part and a 
small quickly varying part which decays away very 
quickly as a Gaussian. 

5. CONCLUDING REMARKS 

In the foregoing examples we have indicated a way 
of utilizing the freedom available from extension 
towards removing the nonuniformities of perturba­
tion theory. By this method we have been able to 
obtain not only the leading behavior of f, but the 
higher-order corrections as well. Knowing the be­
havior of f, it is an easy matter to obtain g for this 
model in terms of a quadrature 

~ 'k oftd -ik.y(t-.),() g = I • W ze J z. 
o 

In the first part of the paper we showed that this 
model has features analogous to kinetic theory. The 
synchronization method of Bogoliubov and the simple 
time scales method failed to give convergent higher­
order corrections. We showed that this should be 
attributed to a nonuniform ordering of g. We got 
around this difficulty by two different methods: the 
first by reordering g, and the other by converting the 
pair of equations into one integrodifferential equation 
and then extending the time variable. 

The method outlined in this paper could have wide 
application. Several problems in physics reduce to an 
equation of the form (4.1)-pair correlation in a 
plasma, linearized Vlasov equation, Wigner-Weiss­
kopf model for radioactive decay, to mention a 
few. Furthermore, the technique presented here is not 
restricted to linear problems or to problems where the 
integral is a convolution. 

Note added in proof: We have established recently 
[to be published in the Proceedings of the Symposium 
on Kinetic Theory, R. Liboff, Ed. (Cornell University, 
June 1969)] that the model equations (2.1) and (2.2) 
correspond to special spherical harmonics of a 
Lorentz gas. 

APPENDIX A: REORDERING IN KINETIC 
THEORY 

Following the line of reasoning presented in Sec. 3, 
we now derive the Fokker-Planck equation for a 
spatially uniform system of particles interacting 
through a weak spherically symmetric potential.L2 •3 

For the purposes of ordering, it is convenient to 
nondimensionalize all the quantities by setting f = 
F/V3, g = G/V6, X = ro;, v = Vu, t = T(ro/V), and 
cp = .,<I>m V2. f is the one-particle distribution, g the 

pair correlation, V some average velocity, ro 
the range of the potential (assumed to be finite), rP 
the potential, and m the mass of each particle. The 
parameter ., is a measure of the strength of the 
potential. The weak-coupling limit corresponds to ., 
small and nrg,...., 1 (n is the number density). 

After Fourier transforming, the first two equations 
of the hierarchy take the following form: 

of = wr~ffd3k d3uz<l>(k) (- ik .1..) G(k, U1 , Uz), 
OT oU1 

oG + ik • (U1 - U2)G 
OT 

(AI) 

= .,<I>(k)ik. (1... -1..)F(U1)F(Uz) + O(.,Z). (A2) 
oU1 OU~ 

We shall consider a simple initial value problem, i.e., 
G (T = 0) = O. 

If we assume that the right side of (A2) will always 
remain 0(.,), it is clear that for finite times, G,...., ." so 
that OF/OT""" .,2. The adiabatic assumption corre­
sponds to saying the following. Since OF/OT""'" .,2, we 
could consider F as remaining stationary in the 
second equation for finite times, and also that for long 
times (t f"OoooI .,-2)G will depend on T only through F. 

The difficulty with this assumption is that it does not 
hold uniformly for all values of k. (There is another 
nonuniformity when U1 - U2 = O. For our purposes it 
is sufficient to assume absence of such "parallel 
motion." For more details the reader is referred to 
Ref. 3.) It is indeed correct for finite k, but a simple 
calculation shows that the contribution to the collision 
integral comes from small values of k. In fact, the 
asymptotic solution for G, using Bogoliubov's 
assumption, is1 

Gf"OoooI .,<I>(k)k. (1.. -1..)F(U1)F(Uz) oU1 oU2 

x [ P + 1Tit5(k. U1 - k • uz)J. 
k· (u1 - U2) 

For a spherically symmetric potential, the principal 
part integrates to zero in the collision integral and 
only the t5 function contributes. Considering the facts 
that the solution thus obtained for G is singular at 
k • (u1 - u2) = 0 and that the contribution to the 
collision integral comes from the neighborhood of 
kll = 0 [k ll stands for the component along (u1 - u2)], 

one should look at the equations more closely for 
small values of kll and large values of T. For this pur­
pose, we reorder the terms in the two equations by 
setting T = T'/.,2, kll = .,2k ll , and G = (l/.,)G'. Then 
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we have 

~: = nr~I II d2
kL dkfl d

3
u2<1>(kL) 

x (-ikL • ~)G' + 0(€2), o(A3) 
OUI 

oG' °k'i I G' QT' + I II Ul - U2 

= <1>(kL)ik.L • (~ - ~)F(Ul)F(U2) + 0(€2). (A4) 
QUI OU2 

Now the two equations are coupled, and G' and F 
evolve on the same time scale. Here we see explicitly 
the breakdown of the adiabatic assumption in the 
very regime which is relevant for the collision integral. 
As it turns out, although the kinetic equation obtained 
by solving (A4) and substituting into (A3) will be the 
same as that obtained by using the adiabatic assump­
tion, the correlation functions in the two cases will be 
different. The one obtained by reordering will be 
neither adiabatic nor singular. 

Neglecting terms of the order €2, Eq. (A4) can be 
solved to obtain 

x LT'dAe-ikll'lul-U2!J'F(Ul' T' - A)F(U2' T' - A). 

(AS) 

Substituting this result into the right side of (A3), we 
obtain 

Q~ = (nr~) ~ .J d3u2J d2kLkL<1>2(kJk.L • (~ - ~) 
aT OU1 OU1 OU2 

X f'dAF(U1 , t - A)F(u2 , t - A) 

x f'" dk e-iklllul-u21). 
II 

-'" 
= (nr~)~ .Jd3U2Jd2kLkL<1>2(k.L)kL' (~-~) 

QUI OU1 OU2 

Since 

F(Ul' t)F(U2' t) 
X . 

lUI - u21 

kL • (~ - ~\ lUI - u21 = 0, 
GU1 GuJ 

this can be written in the well-known form 

APPENDIX B: ASYMPTOTIC EXPANSION OF 
AN INTEGRAL 

We present here an example where the stretching 
method can be used for the asymptotic evaluation of 
integrals. We consider the following integral which 
occurs in the statistical mechanics of plasmas: 

(Bl) 

where € is a small positive parameter. An expansion of 
I in powers of € breaks down in the first order. 

Let us now write 

x = s + €~(s) + ... , (B2) 

where s is a new variable and ~ is, as yet, an undeter­
mined function of s. We note that the singular be­
havior of the integrand occurs for small values of x. 
We assume that as x -..: 00, s -4- 00. Writing I iIi terms 
of s in powers of €, 

I = ('" dse-s (1 - ~ - €~ + € d~) + O( €2), (B3) J. s ds 

where x = 0 when s = z. Rewriting, we obtain 

I = e • + € ds ~ - ~ - - + O( €2). - 1'" (d~ 1) 
• ds s 

In order to keep the first-order term bounded, we are 
free to choose 

d~ 1 
- - ~ =-, 
ds s 

(B4) 

with 

~(oo) = O. (BS) 

Solving (B4), we obtain 

f'" -11 
~ = _eS dy~. 

S y 
(B6) 

Thus, we have 

I = e', (B7) 

where 

i'" -1/ 

Z = €eZ dy~. 
Z Y 

(BS) 

If z were finite or large, the right-hand side of (B8) 
would be small. Therefore, in order to satisfy (B8), z 
will have to be small. The leading behavior of z is then 
given by 

z ("o..J € log € (B9) 

and 
I ("o..J 1 + dog €. (BIO) 
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Properties of Overcompiete and Nonorthogonai Basis Vectors * 
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An alternative to the Schmidt procedure is presented for the orthogonalization of a set of functions or 
state vectors. The method is particularly simple and ideally suited to the eigenvalue problem in a space 
spa~ed by nonorth~normal, a~d ev~n overcom~lete, b~sis v~tors. The method is applied to the 
solutIon of the equatIon of motion wIth a non-unlt-metrlC matrix and to the problem of eliminating 
spurious (or any other) states from a given vector space. 

1. INTRODUCTION 

There are several reasons why it may be desirable 
to work with a space spanned by nonorthogonal and 
perhaps overcomplete basis vectors. For example, 
one might wish to exploit competing groups or 
opposing coupling schemes, which separately diag­
onalize major components of the Hamiltonian. Thus 
one could attempt intermediate coupling calculations 
by mixing the lowest L-S with the lowest j-j coupled 
configurations; or it might be convenient to consider 
the competition of "pairing" versus "quadrupole" 
forces by mixing states classified by seniority with those 
of the SUa group.l 

Again it is known that states of intermediate cou­
pling can be extracted, with considerable accuracy, by 
angular-momentum projection from a deformed 
determinant. To improve such wavefunctions it has 
been suggested that one diagonalize the Hamiltonian 
in a space of states projected from different deter­
minants.2 Whether the original determinants were 
orthogonal or not, the projected states, in general, 
are not orthogonal. Analogous situations, which 
involve overcompleteness, also arise when states of 
a larger space are projected onto a smaller model 
space. 

The problem, which actually stimulated this study, 
was to find a measure for the norm and a criterion for 
orthogonality of operators. The problem occurs, for 
example, in the equations-of-motion approach to 
spectroscopy ,3 when one seeks excited eigenstate 
creation operators, in terms of a set of basis operators. 
For this problem, it transpires that the appropriate 
combination rule for the scalar product of two 
operators q and q is 

(rt, rh == (rpl [rl , r~] Irp), (1) 

• Work supported in part by the u.s. Atomic Energy Commission. 
t Present address: Department of Physics, University of Toronto. 
1 M. Harvey, private communication, 1968. 
2 I. Kelson, Phys. Letters 16, 143 (1965); private communication, 

1968 .. 
8 D. J. Rowe, Rev. Mod. Phys. 40, 153 (1968). 

where rp is a suitable specified wave function.' In 
solving the equations of motion for excitation oper­
ators, one again, in general, encounters the problems 
of a nonorthonormal, and perhaps overcomplete, 
basis set. 

In the following section we present the heart of this 
paper, which is an orthogonalization procedure. It is 
an alternative to the Schmidt procedure5 which, for 
more than a few vectors, is very messy. The procedure 
is simply to diagonalize the metric matrix by a unitary 
transformation. Thus it necessitates only a standard 
diagonalization routine, which must be available 
anyway for an eigenvalue problem, even for an 
orthonormal basis. 

The method is extremely simple, but although it is 
surely familiar to some persons, it does not appear to 
be widely appreciated. The perturbation limit of this 
method was in fact suggested many years ago by 
Lowdin.6 The perturbation procedure is very useful 
if the basis vectors are already almost orthogonal but 
actually diverges if they are overcomplete. 

In Sec. 3, the method is applied to the solution of 
the standard eigenvalue problem in Hilbert space and 
to the equations-of-motion problem in operator space. 

H is shown in Sec. 4 that the technique also has 
other applications: in particular, to extract a spurious 
state, or any other state, from a given vector space. 

2. ORTHOGONALIZATION PROCEDURE 

Consider an arbitrary set of basis vectors loc;). If this 
set were orthonormal, the metric matrix N, whose 
elements are defined as the overlaps 

Nij = (oci I oc,), (2) 
would be the unit matrix. But for a nonorthogonal 
set, N is not diagonal. 

• A different definition of the scalar product of two operators, 
appropriate for measuring group-symmetry breaking, has been 
given by J. B. French, Phys. Letters 26B, 75 (1967). 

• See, for example, P. M. Morse and H. Feshbach, Methods of 
Theoretical Physics (McGraw-Hill Book Co., New York, 1953) p. 
928. ' 

• P.-O. Lowdin, J. Chem. Phys. 18, 365 (1950). 
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From inspection of N it is apparent that it is a 
Hermitian matrix and can therefore be diagonalized 
by a unitary transformation 

A = StNS, 

sts = I. (3) 

Now the elements of 

Akl = Ak<5kl = I Sit(O(i I O(;)S;I (4) 
ij 

can be regarded as the overlaps of new basis vectors 

Akl = (13k I 131) = Ak<5kl , 

given by the unitary transformation 

(5) 

(6) 

Thus the eigenvectors of the metric matrix form an 
orthogonal set with norms given by the eigenvalues. 

Since all the new vectors ate orthogonal, it follows 
that some eigenvalues must vanish if the original set 
were overcomplete. It is, therefore, a simple matter to 
eliminate the vectors of vanishing norm, to leave a 
linearly independent set. This set can then be made 
orthonormal by the further nonunitary but trivial 
transformation 

For the equations-of-motion problem in which an 
excitation operator is sought within a space spanned 
by a set of basis operators '1]l, '1]~, the metric matrix N 
is defined, according to (1), by the elements 

N i; = (cpl Wi' r~] Icp), (9) 

where r~ runs over the set '1]l, -'1]1%' Thus N is the 
super matrix 

N= ( U V) 
-V* -U*' 

(10) 

where the submatrices are defined as 

UI%P = (cpl ['1]1%' '1]1] Icp), 

V~p = (cpl ['1]1%' -'1]p] Icp). (11) 

The only essential difference between this metric 
matrix and the more familiar one defined by (2) is that 
it is not positive-definite. In fact, it has vanishing trace. 
But U is Hermitian and V is anti symmetric so that N 
is once again Hermitian and can be diagonalized by a 
unitary transformation S [Eq. (3)]. 

The new set of operators ~l defined by the trans­
formation 

(12) 

IPl) = (A,)-llf3l) = (A,)-l I S;z 100i) , 
now form an orthogonal set, according to the scalar 

(7) product (1), which can be renormalized to give 
orthogonality relations 

to give the renormalized metric matrix 

A=I. 

As an example, consider the overcomplete set 

10(1) = (5)-15x, 

10(2) = (5)-1(4x + 3y), 

10(3) = (5)-15y, 

(8) 

where X, yare orthogonal unit vectors. These vectors 
have the metric matrix 

N= 4 5 3 , (
5 4 0) 
035 

which is diagonalized by a unitary transformation to 
give the eigenvalues and eigenvectors 

Al = 0, 1131) = (50)-*(410(1) - 5 10(2) + 3 10(3») 

=0, 

A2 = 5, 1132) = (5)-1(-3 10(1) + 410(3») 

= (5)-1( -3x + 4y), 

A3 = 10, 1133) = (50)-1(410(1) + 510(2) + 310(3») 

= (t)*(4x + 35'). 

l't -t _ l' l't 
("'k' ~l) = (cpl ["'k' ",zllcp) = ±<5kl (13) 

and a renormalized metric matrix 

A = (I 0). 
o -I 

(14) 

3. APPLICATION TO EIGENVALUE PROBLEMS 

Within the space spanned by a set of nonortho­
normal basis vectors 100i), an eigenvector IA) of a 
Hamiltonian H can be expanded as 

IA) = I X;(A) 100i)' (15) 
i 

Its expansion coefficients are solutions of the secular 
equation 

I (O(il H 10(;) X;(A) = EA I (O(i I O(i)XseA), for all i, 
i i 

(16) 
which can be written in matrix form 

HX(A) = EANX(A), (17) 

with obvious notation. 
One method of solving this equation is to seek 

values of EA for which the determinant IH - EANI 
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vanishes. This method is no good, however, if the 
vector space is overcomplete, since the determinants 
IHI and INI will vanish separately. 

In any case, it is generally preferable to transform to 
an orthonormal basis, in order that standard matrix 
diagonaIization routines can be employed. 

Introducing first the unitary transformation S, 
which diagonalizes N, Eq. (17) becomes 

If the vector space is overcomplete and A has a 
vanishing diagonal element, it is now a trivial matter 
to truncate the vector space, and hence the matrix 
equation (18), in order to eliminate the spurious 
vector of vanishing norm. We can, therefore, assume 
without any loss of generality that A has no vanishing 
diagonal elements. Making the further nonunitary, 
but trivial, transformation (7), we now obtain an 
eigenvalue equation of standard form 

where 
JeX(A) = E;,X(A), 

X(A) = A!St X(A) , 

Je = A-!StHSA-!. 

(19) 

(20) 

In the equations of motion,3 an excited eigenstate 
creation operator 01 is expanded as 

01 = ! {YaCA)1]: - Za(Ama} (21) 

and its expansion coefficients are determined from the 
equations of motion 

(cpl [bO;" H, 01] Icp) = W;, (cpl [bO;" 01] Icp), (22) 

where W;, is the excitation energy E;, - Eo, Icp) is the 
ground state, or some appr6ximation to it, and the 
double commutation is defined 

2[bO;" H, 01] == [bO;" [H, 01]] + [[bO;" H], 01]. 

(23) 

Expansion of (22) gives a secular matrix equation of 
the form3 

(
A B)(Y(A») _ W (u V )(Y(A») 

B* A* Z(A) - ), -V* -U* Z(A) , 

(24) 

which is reduced to standard RPA (random-phase­
approximation) form 

by the transformation 

( 'Y(A») = (O! 
3(1.) 0 

o )st( Y(A») , 
o! Z(A) 

(26) 

where 0 is the diagonal positive-definite matrix defined 
by 

A = (0 0), 
o -0 

(27) 

which we assume has no vanishing diagonal elements 
in order that O! has an inverse. If it does have vanish­
ing diagonal elements then the matrix equation can be 
truncated at the stage analogous to (18) to eliminate 
them. 

4. ELIMINATION OF A GIVEN VECTOR FROM 
A SPACE 

Suppose we have a space spanned, for simplicity, 
by n orthonormal basis vectors lOCi), and that we wish 
to eliminate a given vector Iy) from this space. 

The problem arises, for example, in the nuclear 
shell model, when one wishes to eliminate the spurious 
center-of-mass state from a given shell-model space 
before diagonalizing the Hamiltonian. 7 

The objective is achieved by adding Iy) to the set 
lOCi) to form an overcomplete (n + I)-dimensional 
space, constructing the metric matrix which will have 
the form 

I i x x x 

x I o 
N= 

x 
(28) 

x 
o 

1 

and diagonalizing. it by a unitary transformation. 
The diagonalized metric matrix A should then be 

o 
2 o 

A = StNS= (29) 

o 
1 

The vector of norm 2 is simply y2ly) which, together 
with the vector of vanishing norm, can be removed to 
leave a set of n - 1 orthonormal vectors all orthog­
onal to y. 

7 E. Baranger and C. W. Lee, Nucl. Phys. 22, 157 (1961). 
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To prove this, one simply notes that there exists a 
unitary transformation in the original n-dimensional 
space which makes one of the IlXi ) equal to Iy). After 
making such a unitary transformation, the metric 
matrix in the (n + 1 )-dimensional space would then 
become 

N'= 

1 1 

II! 
o 

-----------1--------------------------------

! 0 

o I ~ 
which is trivially diagonalized to give (29). 

(30) 

Should there be a convergence problem in diag­
onalizing a matrix with almost all of its eigenvalues 

equal, the method is easily modified to avoid this 
difficulty. One simply multiplies all the basis vectors 
by different normalization factors, but Iy) must be 
given a normalization factor larger than any IlXi). 
Then, upon diagonalization, the eigenvector with 
maximum norm is proportional to Iy) and can be 
removed together with the eigenvector of vanishing 
norm. 

Note added in proof" Since submission of this paper 
it has been pointed out to the author that the orthog­
onalization procedure, described above, has been 
used by P. Goode and L. Zamick (preprint). 
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Using a method based on geometrical properties of homogeneous spaces of rank one homeomorphic 
to coset spaces of Lie groups, a series of degenerate unitary irreducible representations of the non­
compact symplectic group Sp(p, q) is investigated. The representation spaces for a discrete series 
determined by two integer numbers and a continuous series determined by one real and one integer 
parameter are given, the corresponding basis functions being formed by the linear combinations of 
eigenfunctions of the Laplace-Beltrami operator of the considered space. Explicit formulas for the action 
of generators of Sp(p, q) in these representations are obtained. The results provide a deeper insight into 
the structure of the two-parameter "not most degenerate" unitary representations. 

1. INTRODUCTION 

A number of physical problems ranging from ad 
attempted relativistic extension of internal symmetries 
in particle physics, through the spectrum-generating 
noninvariance (or dynamical) groups for "classical" 
quantum-mechanical systems, to the labeling of 
states in nuclear shell theory are more or less respon­
sible for interest in and a deeper knowledge of the 
properties of unitary irreducible representations of 
noncompact Lie groups. This is due to the possibility 
of organizing all physically interesting unitary rep­
resentations of compact symmetry groups of a 
considered system into one irreducible unitary infinite-

dimensional representation of a certain noncompact 
group. At the same time, the physical interest (as well 
as Nature's preference) is concentrated on the repre­
sentations which leave the lowest possible number of 
invariants and operators to be physically interpreted. 
It is well knownl that this property is guaranteed by 
the irreducible unitary representations (IUR) belong­
ing to the so-called most degenerate series. 

The restriction to the Lie groups means, in practice, 
restriction to the groups the compact real forms of 
which are SO(2n), SO(2n + I), SU(n) , and Sp(n) , 
i.e., the groups of transformations which preserve a 

1 I. M. Gel'fand and M. A. Naimark, Inst. Steklova 36, 1 (1950). 
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1 I. M. Gel'fand and M. A. Naimark, Inst. Steklova 36, 1 (1950). 
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symmetric bilinear form in even- and odd-dimensional 
real space (:R211 and :R211+1), in a complex space ell' 
and a space of quaternions QII' respectively. From 
the viewpoint of physical application we are interested 
not only in the representations of the groups them­
selves but, and sometimes especially, in the repre­
sentations of the corresponding Lie algebras, the 
elements and invariants of which can have direct 
connection with physical quantities. Therefore, in the 
majority of papers2 dealing with construction of 
IUR of these groups and their noncompact extensions 
the infinitesimal approach has been used. A method 
of constructing most degenerate representations of the 
noncompact orthogonal groups SO(p, q) for arbitrary 
p and q, based on the geometrical properties of homo­
geneous spaces of rank one has been widely developed 
at the ICTP, Trieste,a,4 and further generalized to 
unitary groups U(p, q) and SU(p, q) in Ref. 5. Finally, 
in Ref. 6 (which constitutes the first part of the present 
series of papers, hereafter referred to as Paper I) this 
method has been employed for construction of IUR 
of the compact symplectic group Sp(n) using the 
generalization from complex to quaternionic variables. 
The main idea of the method is, in fact, reduced to 
the problem of finding appropriate eigenfunctions 
of the Laplace-Beltrami operator A of the space, 
which is homeomorphic to a homogeneous space 

X= G/Go, (1.1) 

G being the considered group and Go some closed 
subgroup of it. 

In order to get the IUR of highest degeneration, 
it is necessary (according to the Gel'fand theorem') to 
choose the space (Ll) of lowest possible rank (i.e., 
with the lowest possible number of invariants with 
respect to the action of G, defined on X). In the Trieste 
approach, these spaces have been chosen with Go in 
(Ll), generally speaking, noncompact when Gis non­
compact. This has enabled the most degenerate repre­
sentations of the considered groups to be treated in a 

2 M. A. B. Beg and H. Ruegg, J. Math. Phys. 6, 677 (1965); 
v. Bargmann, Ann. Math. 48, 568 (1947); A. Kihlberg, Arkiv Fysik 
30, 121 (1965); J. Dixmier, Bull. Soc. Math. France 89, 9 (1961); 
I. T. Todorov, ICTP Preprint IC/66/71, Trieste, 1966; G. E. Baird 
and L. C. Biedenham, J. Math. Phys. 4, 1449 (1963); H. Bacry, J. 
Nuyts, and L. Van Hove, Nuovo Cimento 35, 510 (1965); R. L. 
Anderson, J. Fischer, and R. RIICzka, Proc. Roy. Soc. (London) 
302A, 491 (1968). 

• R. Rllczka, N. Limic, and J. Niederie, J. Math. Phys. 7, 1861 
(1966); N. Limic, J. Niederie, and R. RIICzka, ibid. 7, 2026 (1966). 

«N. Limic, J. Niederie, and R. Rllczka, J. Math. Phys. 8, 1109 
(1967). 

• R. Rllczka and 1. Fischer, Commun. Math. Phys. 3, 233 (1966); 
J. Fischer and R. Rllczka, ibid. 4, 8 (1967). 

, P. Pajas and R. Rllczka, 1. Math. Phys. 9, 1188 (1968), Paper I 
of this series. 

7 I. M. Gel'fand, Am. Math. Soc. Trans!. Ser. 2, 37, 31 (1964). 

unique way on the spaces homeomorphic to the ordi­
nary hyperboloidal hypersurfaces in a generalized 
Minkowski space of a definite dimension. 

In this paper we shall investigate the properties of 
degenerate representations of the noncompact group 
Sp(p, q) of unitary transformations in the p + q 
quaternionic unitary space Q~q, which leaves in­
variant the quaternionic bilinear form 

p+q 
B(q, q') = I, q.q;E., (1.2) 

0=1 

where q = (q1' ... ,qp; qP+1' ... ,qP+q) is an element 
of Q~q, a (p + q)-dimensional quaternionic space 
with p (+ l)'s and q (-I)'s on the matrix-tensor diag­
onal. Therefore, Eo = + 1 for s = 1, ... ,p and -1 
for s = p + 1, ... ,p + q. An equivalent definition 
of Sp(p, q) is related to unitary symplectiC trans­
formations of the 2(p + q)-dimensional unitary 
complex space q~~taq) , where an anti symmetric 
exterior form 

p+a 
E(z, z') = I, (z.z~. - Z_oZ;)E. (1.3) 

8=1 

is preserved together with the indefinite Hermitian 
form 

p 

H(z, z') = I, (zsz;* + z_.Z~~)Es' (1.4) 
.=1 

Here Z = (Zl,"', zp; Zp+1,'" ,zp+q; Z_l,'" ,z_p; 
Z_p_1, ... , z_p-o) E q~1aq) and the relation to the 
quaternionic coordinates is given by 

q. = Z. + jz_ .. j2 = -1,p = -ij, i = (-1)1. 

Since we are mainly interested in the most degenerate 
representations, we are looking for a homogeneous 
space of rank one, or a space close to it by its proper­
ties on which the group acts transitively. 

From Table I of Paper I we see that the appropriate 
choice is given by 

xr,q = Sp(p, q)/Sp(p - 1, q) <8l Sp(l) 
or 

x~,q = Sp(p, q)/Sp(p, q - 1) <8l Sp(I), (1.5) 

which are the so-called quaternion hyperbolic spaces. 
Nevertheless, the spaces 

x~,4a = Sp(p, q)/Sp(p - 1, q) 
and 

x~,4q = Sp(p, q)/Sp(p, q - 1) (1.6) 

are closely related to Xl and X2 , respectively, and, 
moreover, simple models of them exist. So the space 
X!P,4q is homeomorphic to the unitary hyperboloid in 
the (p + q)-dimensional quaternionic space Qp+qq, 

where it is defined by the equation B(q, q) :,' 1, 
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while X~:I>,4q is homeomorphic to the hyperboloid 
defined by B(q, q) = -1. 

According to the Helgason lemma,8 the Laplace­
Beltrami operator of the space of rank one generates 
the ring of invariant operators of the group G on the 
space. The group G which acts transitively on both 
X!:I>·4q and X~·4q is the group Sp(p, q) ® Sp(1).9 
Therefore, the eigenfunctions of the Laplace­
Beltrami operator on Xr·4q corresponding to a 
definite eigenvalue of it should provide a basis for a 
representation space of the group Sp(p, q) ® Sp(1), 
this being further reduced to subspaces irreducible 
with respect to the action of the group Sp(p, q) alone. 

Generally, the Laplace-Beltrami operator of X is 
defined as a second-order differential ~perator in 
coordinates on the space X by 

~(X) = (g)-la«g«p(X)(g)lap, 

where g"P(X) is defined by 

g«P(X)gpy(X) = b~, 

(1.7) 

(1.8) 

Let us suppose the coordinate systems on the 
compact subspaces of X~·4Q to be defined and let 
corresponding coordinates be denoted by a prime. 
Then we define 

Z±k = z~ cosh w for k = 1, ... , p (2.1) 
and 

Z±k = Z:rk sinh w for k = p + 1, ... ,p + q. 

(2.2) 

We recall from Paper I that the parametrization of 
z~ and Z!..k is given for k = 1,' .. ,p by 

Z:rk = Z~k sin ;.+1 for k = 1, ... , S < p, (2.3) 

while 
Z.+1 = p exp {i'P8+1} cos {}Hl cos ;,+1 

and 
Z_._1 = P exp {i'P'+1} sin {}.+1 cos ;8+1' 

Starting from 

(2.4) 

(2.5) 

(2.6) 
g«p(X) being the matrix tensor of the space X and and 

(1.9) 

In Sec. 2 we give explicit expressions for the 
Laplace-Beltrami operators associated with the spaces 
X4:P·4q and X'fJ.4Q defined above together with its + - , 
eigenfunctions and spectra of eigenvalues. From the 
system of harmonic functions thus obtained, we form 
Hilbert spaces as representation spaces of the group 
Sp(p, q) ® Sp(l); we study the properties of repre­
sentation spaces of Sp(p, q) in Sec. 3. The investiga­
tion is performed for the discrete and continuous 
parts of the spectrum of ~(X), respectively. 

2. HARMONIC FUNCTIONS ASSOCIATED 
WITH THE GROUP Sp(p, q) 

In what follows we use only the complex variables 
to avoid complications with noncommutativity of the 
quaternionic algebra. The detailed discussion is made 
for the space X!:I>·4Q only because other cases are 
simply related to it. First of all, let us introduce a 
convenient inner coordinate system on the hyper­
boloid (1.6). In order to obtain a possibility of direct 
decomposition of the irreducible representation 
spaces of Sp(p, q) with respect to the maximal com­
pact subgroup Sp(p) ® Sp(q), we introduce the 
following parametrization of the coordinates Zi' z_. 
(i=I,···,p+q). 

• S. Helgason, Differential Geometry and Symmetric Spaces 
(Academic Press Inc., New York, 1962). 

9 C. Chevalley, Theory of Lie Groups I (Princeton University 
Press, Princeton, N.J., 1964); W. Hsien-Chung, Ann. Math. 55, 
177 (1925). 

(2.7) 

together with the similar parametrization for k = 
P + 1, ... ,p + q, one gets the parametrization of 
the whole X~·4Q space in a recursive way. To distin­
guish the two compact subspaces we introduce a tilde 
above the parameters corresponding to the subspace 
spanned by z:I>+1' ••• ,z:p+a; z_(fJ+1)" •. ,z_(:I>+a) co­
ordinates. 

The regions of the 4(P + q) - 1 variables thus 
introduced are as follows: 

'11k' 'Ilk E [0, 27T) } 
{}k E [0, 7T/2) 

(k = 1, ... ,p), 

~k E [0, 7T/12] (k = 2, ... ,p), 

fA, tpk E [0, 27T») (k = P + 1, ... ,p + q), 
Ok E [O,7T/l) 

(k E [0, 7T/2) (k = P + 2,' .. ,p+ q), 
and 

W E [0, (0), p = 1. 

(2.8) 

It follows that the space X~·4a is covered by the 
coordinates (2.1)-(2.7) just once. 

In the coordinates (2.8) the Laplace-Beltrami 
operator as defined by (1.6) acquires the form 

~(X~.4a) = L(w) + ~(X4:P-l) _ ~(X4a-l), (2.9) 
(cosh W)2 (sinh W)2 

where ~(X4fJ-l) and ~(X4a-l), given explicitly in 
Paper I, are the Laplace-Beltrami operators of the 
compact subspaces X4:1>-1 and X4q-l defined by the 
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equations 

p 0 

'2,(z.z: + L.Z~.) = '2, (ZP+sZ!+. + Z_P_.Z~P_') = 1. 
.=1 8=1 

(2.10) 
The operator L(w) is given by 

L(w) = _ ,1 . _ 
(cosh W)b-1(smh W)40 1 

X ~ (cosh w)b-'-1(sinh W),0-1 ~. (2.11) ow ow 
In our parametrization the eigenequation 

(~(X~·40) - A)V! = 0 (2.12) 

is reduced to the set of ordinary differential equations 
if we assume the solution in the form 

V J,,(w a fj) = nJ" - (w)yLD,P(a )yl.,P(ii ) (2.13) 
(l , P' q L'P,Lq 1> q' 

where the functions yL"P(as) are those obtained in 
Paper I, a's standing for the set of variables {~s' 
~'-1' •.• , ~2; {}" {}S-1, •.. , {}1; CPs, CPs-1, '" , CP1; 
"Ps' "Ps-1, ..• , "P1} and the Greek label (J denoting all 
the remaining indices necessary 'to distinguish the 
degenerate solutions. 

The function n.t.I.(w), which is a solution of the 
equation 

(
L(w) _ LiLp + 4p - 2) + LiLo + 4q - 2) _ A) 

(cosh W)2 (sinh W)2 

X niD.i.(w) = 0, (2.14) 

regular in w = 0 and finite for w -+ 00, is given by 

nJ" - (w) LD.Lq 

= N-l(tanh w)I·(cosh Wt(J,,)2F1(Ot, (J; y; tanh2 w), 

(2.15) 

n2
D
.f..(w) = M-l(tanh w)i.(cosh W)-2P-2a-H-iA 

where 

a(A) = -(2p + 2q - 1) - [(2p + 2q - 1)2 - A]l. 
(2.16) 

If we represent A as 

A = -L(L + 4p + 4q - 2), (2.17) 
we get 

a(A) = -L - 4p - 4q + 2, 

while the parameters of the hypergeometrical function 
in (2.15) are 

Ot = teL + Lp + Lo ,+ 4p + 4q - 2), 

(J = teL - Lp + Lo + 4q), (2.18) 

and 
y = Lo + 2q. 

In the case when 

A < (2p + 2q - 1)2, (2.19) 

we get the solutions square-integrable on X!!',4Q for 

(J = -n, n = 0,1, . . . . (2.20) 

From (2.19) and (2.20) follows a condition on the 
numbers L, L p , and Lo: 

L = Lp - Lo - 4q - 2n > -2p - 2q + 1, 

n = 0, 1, .. '. (2.21) 

The corresponding functions VrD,f. •. p,P(w, a p' iiq) 
form a discrete set of harmonic functions related to 
the group Sp(p, q) @ Sp(1). The solution remains 
regular for 

A ~ (2p + 2q - 1)2, (2.22) 

but then we have 

L = -2p - 2q + 1 + iA, (2.23) 

where A ~ O. The harmonic functions corresponding 
to the continuous part (2.23) of the spectrum of 
~(x~a) are now 

F (
La + Lp + 2p + 2q - 1 - iA Lq - Lp - 2p + 2q + 1 - iA.. h2 ) 

X 2 1 , , y, tan w. 
2 2 

(2.24) 

The normalization factor N in (2.15) is 

N = [r(La + 2q)]2r(t( -L + Lp - Lq - 4q + 2»r(t(L + Lop - Lq + 4p» 

2(L + 2p + 2q - l)r(t( -L + Lop + Lq»rOCL + Lop + Lq + 4p + 4q - 2»' 
(2.25) 

while for the factor M in (2.24), which corresponds to the normalization of n~.,i. to the delta function 
~(A - A'), the expression 

M = 27T W(iA)1 2 W(Lq + 2qW 
IrO(Lo + Lop + 2p + 2q - 1 + iA)W Ir(t(Lq - Lp - 2p + 2q + 1 + iA»12 

(2.26) 

has been found.' 
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The left-invariant measure d,u(x!.",4a) on X!."·4a is 
expressed in parametrization (2.8) as 

d,u(x';·4a) 

= (cosh w)4:J>-1(sinh w)4a-1 d,u(X41J- 1) d,u(X4a- 1) dw, 

(2.27) 

where d,u(X41J-1) and d,u(X4(J.-l) are the left-invariant 
measures on the compact subspaces X41J-1 and X4a-1 
of x~,4a and have been explicitly given in Paper I. 

3. DEGENERATE IRREDUCmLE UNITARY 
REPRESENTATIONS OF THE 

GROUPS Sp(p, q) 
Let 

X=GjK (3.1) 

be a homogeneous space where G is a semisimple Lie 
group and K a closed connected subgroup of G. Let 
X be a homogeneous space homeomorphic to X. 
Then the group G acts transitively on X and K is the 
stationary (little) group of X. Let d,u(X) be a left­
invariant measure on X. Let Je(X) be a Hilbert space 
of V(X,,u) type. The quasiregular representation of 
the group G on Je(X) is then defined as the mapping 

'l1g :Vg E G;g -+ ('l1l)(x) = f(xg-1) , 

. f(x) EJe(X); x EX. (3.2) 

Let (I) be the Lie algebra of G. Considering the 
infinitesimal transformations (3.2), we get the repre­
sentation of the elements of (I) as differential operators 
of the first order in coordinates of X which are in 
general unbounded on Je(X). !D(X) shall denote a 
dense manifold in Je(X), which is a common domain 
for all the generators of (I). 

In the case of our choice of homogeneous space 
(1.6) the group G is Sp(p, q) ® Sp(l) and K is 
Sp(p, q - 1) ® Sp(1) or Sp(p - l, q) ® Sp(l) in the 
case of X~·4a or x~,4a, respectively. The algebra (I) of 
Sp(p, q) ® Sp(1) is formed by the set of generators 

'l1~t = i[zsO_t - z_sOt + ZtO_s - Z_tOsj 

+ complex conjugate, 
_ 1 

'l1s.t = 2i [zsO_t + Z_80t + ZtO_8 + Z_tOs] 

+ complex conjugate, (3.3) 

1 'lrit = - [zsOt - Z_80_t + ZtOs - Z_tO_s] 
2i 

+ complex conjugate, 

'lY;; = UZsOt + LsO_t - ZtOs - LtO-s] 

+ complex conjugate 

for 1 ::;; s ::;; t ::;; P and p + 1 ::;; s ::;; t ::;; p + q, to-

gether with the set of generators 

S~t = ;i [zsa_t + z_sat - ZtO_s - .Lto.] + C.c., 

S;:t = Uz)L - L.at - ZtO_. + Z_to.] + c.c., 
- - (3.4) 

b~t = Uz.Ot + Z_80_t + Zto. + Z_tO_.] + c.c., 

b;-t = ! [z.8t - Lsa_t - Zto. + Z_tO_.] + c.c., 
. 2i 

for s = l, ... ,p and t = P + l, ... ,p + q, where 
c.c. is the complex conjugate. 

We call the generators 'l1~t and 'lr~t the "compact" 
ones, because they are generating the maximalcompact 
subgroup Sp(P) ® Sp(q) of Sp(p, q), while the genera­
tors S~t and b~t' which complete the total algebra, 
are called "noncompact." Furthermore, it is obvious 
from the commutation relations of the generators 
(3.3) and (3.4), which are presented in Appendix A, 
that the generators 'lY~t and b~t together form a 
subalgebra su(p, q) of sp(p, q). 

The remaining three operators which form the 
algebra sp(l)p.a are defined by 

p+a 
'l1 + = I (ZkO~k - Z~kOk) + C.c., 

k=1 
p+a 

'l1- = i I (ZkO~k + Z~kOk) + c.C., 
k=l 
p+a 

'lY = i I (ZkOk - Z_kO_k) + C.C. 
k=l 

(3.5) 

In the above formulas Z* stands for the complex 
conjugate of Z and Ok stands for OjOZk' We choose 
for the domain !D(X~·4a) of the generators of (I) the 
linear manifold of the vectors fez) E Je(X~·4a) such 
that 

fez) = P(Z.,z_., z:, Z~s) ~p {-~:(z.z: + Z_.Z~8)€S}' 
where P(···) is a polynomial in zS' z_s' z;, z~s 
(s = l, ... ,p + q). Considering here formally Z±s 
and z!s as independent variables, the proof4 of the 
density !D(X~,4q) in Je(X~.4a) can be repeated with 
only slight modifications. The domain !D(X~·4a) is 
obviously invariant with respect to the action of 
(I) == sp(p, q) EB sp(1)P.(l' 

In order to obtain suitable carrier spaces for 
unitary irreducible representations of both G and (I), 

let us consider the generalized Fourier transform of 
!D(X~·4a) with respect to the eigenfunctions of the 
Laplace-Beltrami operator. Let us define 

X: = <f, V~) 

:=f few, ap• O'q)[V~(w; ap• O'q)]* d,u(x~·4a). 
X 4P,4q 

+ (3.6) 
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where V; (w, a p' ii q) is shorthand for the eigenfunction 
of ~(X!",4q), the full labeling of which corresponds 
to the decomposition 

V~(w, ap, aq) := OL.E/w) 
Lp. Lp_l . . ".L2 E.. .. .. La - -Ip. Ip_I. .. '.1 2, II I.... '.12, II 

X Y Mp-.Mp_I- ..... Ma-.Ml- (ap)Y ii/ ..... Ma-.Ml- (aq), 
Mp+.M:D-l+.'· ',Mss+,Ml+ 2iio+'" ·.M2+.M1+ 

(3.7) 

where K = L for the discrete part of the spectrum of 

~(X~·4Q): K E DS(~) 

:= {A I A = -L(L + 4p + 4q - 1), 

L = 2p - 2q + 1 + K; K = 1,2,"'} 

and K = A for the continuous part of the spectrum of 

~(X~·4q): K E CS(~) 

:= {A I A = -2p - 2q + 1 + iA; A ~ O}. 

We denote by A" the set of all possible values of 
indices which appear on the right-hand side of (3.7) 
with the exception of K. The possible values of these 
indices are restricted by the conditions (2.26) and 
(2.27) of Paper I and by a condition (2.21) in the case 
of K E DS(~). 

Now, the set of all sequences 

(3.8) 

spans a vector space which becomes a unitary space 
!J)"(9') under the scalar product 

(X". r() = I X~('Y}~)* 

= I (1, V~)(g, V~)* (3.9) 
aEA" 

if the condition 

is satisfied. 
The completion of !J)"(9') with respect to the scalar 

product (3.9) is a Hilbert space Je"(9'). In this manner 
we can overcome the difficulty of non-square­
integrability of the functions V; for K E CS(~). The 
unitary representations of the group Sp(p, q) and its 
algebra sp(p, q) are then defined as the mappings 

Sp(p, q) 3 g --+ 'lLgX" : = {(Ugf(z), V~(z» I ex E A,,} 

= {(1(zg-l), V~(z» I ex E A,,} 

(3.11) 
and 

sp(p, q) 3 X!i) --+ xg)x" := {(X::)f(z), V~) I ex E A,,}, 
(3.12) 

respectively. Here fez) E !D(X~P,4q) and we have 
introduced the denotation Xi(,"} for any of the operators 
(3.3) and (3.4). 

Keeping the indices Lp and Lil fixed, we get a finite 

subset A~p,l. of A,,; the corresponding subsequences 

X" - '= {X" - I {J E A" ..,} Lp,L. • Lp.L.;P Lp,L. (3.13) 

span the subspaces !J)1
p
,i.(9') of !J)"(9'). 

It is easy to see from the formulas of Appendices I 
and II of Paper I, compared with those of Appendix 
B of the present paper, that the subspace !J)1

p
,E.(9') 

remains invariant under the action of the maximal 
compact subalgebra sp(p) EEl sp(q) EEl sp(1)P.q of 
sp(p, q) EEl sp(l)2).q. 

Moreover, as is shown in Paper I, the Laplace­
Beltrami operator ~(X4P-l) is proportional to the 
linear combination of Casimir operators of the alge­
bras sp(p) and sp(1)p: 

~(X4P-l) = C(2)(Sp(P» - lC(2)(sp(1)p). (3.14) 

Let us consider the subspaces on which the eigen­
value -l.:p(l.:2) + 2) of C(2)(sp(1)p) and the eigenvalue 
M(;,) = Ir=l Mt of the generator '\)'+ E sp(l)p are 
fixed. Then it follows that those subspaces denoted by 

" 
!J)L p

, !:. are invariant with respect to the action of c.. c. 
M(p/,M(.)+ 

the algebra sp(p) EEl sp(q). 
Repeating the arguments of Paper I, we prove the 

irreducibility of these subspaces with respect to the 
action of the subalgebra sp(p) EEl sp(q) of sp(p, q). 
With this in mind we can prove the following: 

Proposition 1 (Irreducibility): The infinitesimal 
irreducible representations of the algebra sp(p, q) are 
realized by the mapping (3.12) of !J)C,M+(9') into 
itself. 

Here, !J)C,M+(9') is a Fourier transform of a common 
invariant domain of the generators X:~] E sp(p, q) on 
which the Laplace-Beltrami operator ~(X!P,4q), the 
second-order Casimir operator C(2)(sp(1)p.q) of 
sp(1)P.q, and the generator '\)'+ E sp(1)P.q are multiples 
of the identity operator, the corresponding eigen­
values being A.(K) , -1.:(1.: + 2) and M+(IM+I ::;; q, 
respectively, with the relation (3.14) holding for 
~(X~·4q), C(2)(Sp(p, q», and C(2)(SP(1)M)' 

The invariance of j)C,M+(9') with respect to the 
action of sp(p, q) generators is obvious from the 
fact that they commute with the three operators 
which define the space j)r.,M+(9'). 

The structure of the space j)C.M+(9') with respect 
to the action of subalgebras of sp(p, q) is determined 
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by the set of relations which have to be satisfied by 
the eigenvalues (X E A

K
• 

First of all, let us recall the relations from Paper I 
for the eigenvalues Mi, M;, Is, L. (s = 1, ... ,p) 
and Mi, M;, lB , Is (s = 1,' .. ,q). 

We have 

IM~I = Is - 2k, s = 1,'" ,p, (3.15) 

-± 1 1M. I = • - 2k, s = 1,'" ,q, (3.16) 

I, + L'_1 = L. - 2k ~ 0, s = 2,'" ,p, (3.17) 

T, + I B_1 = IB - 2k ~ 0, s = 2,'" ,q, (3.18) 

as well as 

L. ~ I Mtd == I ~1 Mt I = Ls - 2k ~ 0, 

s = 1, ... ,p, (3.19) 
and 

I. ~ IMG) I = I ~1 Mt I = E. - 2k ~ 0, 

s = 2, ... ,q. (3.20) 

To these relations arising from the compact subgroups 
must be added the relations 

Lp + Iq ~ IM+I = IMtp) + Mt,)1 = L - 2k ~ O. 
(3.21) 

Here k is a nonnegative integer for which the right­
hand side is nonnegative. 

The picture is completed by the relation (2.21) 
which restricts the possible values of Lp and Iq for 
K E DS(!:!.). The relations (3.19), (3.20), and (3.21) 
can be treated also as "vector coupling" relations: 

C. = Cs-1 + I., fS = 1, ... ,P, 

£, = £._1 + I., s = 1, ... ,q, 
and 

(3.22) 

(3.23) 

(3.24) 

Thus the space !Dc'M+(3') is decomposed to the direct 
sum of subspaces according to the formula 

K _ 

!Dc'M+(3') = E8 Ef> E8 ~ E8 !Dt:: t: (3"), 
L. L. cp C.Mcp)+ Mcp)+.M_+Mcp)+ 

(3.25) 

where the relations (3.19)--(3.24) and (2.21) are 
satisfied. 

To prove the irreducibility of !DC,M+ with respect 
to the algebra sp(p, q), it is sufficient to prove that 
there exist operators xg) E sP(p, q) such that any of 
the subspaces 

is connected with its nearest neighbors in (3.25) by 
the action of X:~J. The generators 1');'p+q and 8;.PH 
satisfy this condition, as is easy to see from formulas 
(B6) of Appendix B for the action of operators 

E - ±rJ- + ib+ ±e,,=t'e,,+. - P.:Il+q P.p+q 

and 

which belong to the complexification CHq of sp(p, q). 
After completing the !D(')(3') spaces to Hilbert 

spaces Je(')(3'), the irreducibility of a representation 
Dt.M+ and/or CtM+ in the case of Je E DS(!:!.) and/or 
Je E CS(!:!.), respectively, is proved in the same way 
as in Ref. 3. 

Proposition 2 (Unitarity): The representation (3.12) 
for f E !DK(X!lJ.4q) is norm preserving in !DK(3') and 
has a unique extension in JeK(3') for every K'E S(!:!.). 

The proof completely follows that of Ref. 3. The 
unitarity is first proved for the group Sp(p, q) @ 

Sp(1)p,q and the unitarity of representations of Sp(p, q) 
is then induced by that of Sp(p, q) @ Sp(1)p,q. 

Proposition 3: The irreducible unitary discrete 
(continuous) representations Df.M+(CtM+) and 
Dt.Jff+( ct1ff+) are equivalent. 

Let us consider the operators H, E+, and E_ of 
sp(1)p,q algebra defined by 

E± = '\1+ ± i'\1-, H = -i'\J. (3.26) 

It follows from the commutation relations 

[H, E±1 = =F2E± 

and for every functional xii-S E !D:a~(3') that 

[E+1!(1ff+ -M+) x~:~+ E !DM£( 3'). 

(3.27) 

(3.28) 

Thus we have for the discrete representations a rela­
tion of equivalence 

[E+1!(1ff+ -M+) Dt1ff+[E_1!(1ff+ -M+) = Dt.M+ (3.29) 

and the same kind of relation for the continuous 
representations CtM+' 

In Paper I we used the concepts of the highest­
weight formalism to classify the VIR of the compact 
group Sp(n). In the case of the noncompact groups 
this formalism has to be reformulated. There are, 
naturally, many ways of performing such a reformu­
lation; for instance, one can use the Harish-Chandra10 

10 Harish-Chandra. Trans. Am. Math. Soc. 76, 234 (1954); 76, 
26 (1954). 
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extreme vector formalism. This approach would, 
however, need a completely different parametrization 
of the X!I>·4a manifold from that used in this paper. 
Nevertheless~ it is possible to introduce a weight 
formalism based on the choice of the Cartan sub­
algebra spanned by the operators Hi (i = 1, ... , 
p + q). The parametrization used has led to the 
decomposition formula (3.25), which is, in fact, a 
decomposition of the given representation 2)c of 
Sp(p, q) with respect to the content of representations 
of the maximal compact subgroup Sp(p) @ Sp(q) of 
Sp(p, q). Therefore it seems natural to define a 
characteristic vector of a given representation 2)c of 
Sp(p, q) as a vector which simultaneously belongs 
to the minimal possible highest weight with respect 
to the subgroup Sp(p) and to the maximal (minimal) 
possible highest weight of the subgroup Sp(q) in the 
case of discrete (continuous) IUR Dt(Ct) of Sp(p, q). 
From irreducibility it follows that such a vector is 
unique. Obviously it can be used for generating any 
of the other basis vectors of the carrying space of the 
given UIR of Sp(p, q) by subsequent action of the 
generators. 

The full classification of representations of Sp(p, q) 
obtained in this paper according to the above­
mentioned formalism will be published separately. 
Generally speaking, there are six distinct classes of 
discrete representations which have different types of 
characteristic vectors. Three of them are characterized 
by only one integer number and can be considered as 
the most degenerate representations of Sp(p, q). On 
the other hand, the continuous representations form 
a single class. 

The results given in Secs. 2 and 3 are also valid for 
the space X~·4a after interchanging p +-+ q in all 
formulas and placing the tilde over the variables 
which did not previously have it and removing the 
tilde from those variables which had it. This yields 
another series of IUR of Sp(p, q), which, however, 
possesses quite a similar structure to those discussed 
above. 

4. CONCLUSIONS 

The results obtained in Paper I and in Secs. 2 and 3 
of the present paper can be summarized as follows: 

(a) A set of discrete (Dfl~) and continuous 
(C~£) IUR of the group Sp(p, q) characterized by 
two invariant numbers corresponding to ~(Xr·4a) 
and C(2)(Sp(P, q» eigenvalues has been constructed, 
Land !: being integer numbers of the same parity, 
otherwise uncorrelated and A an arbitrary positive 
real number. 

(b) The decomposition of the representations 
Dfi£ and C~£ of Sp(p, q) with respect to the compact 

subgroup Sp(p) @ Sp(q) follows immediately from 
the decomposition (3.25). 

(c) The basis functions of the corresponding 
Hilbert spaces are labeled by the eigenvalues of the 
set of 4p + 4q - I commuting operators which is 
formed by the Laplace-Beltrami operator ~(X?·4a) 
of the basic space X~·4a, the two sets of Laplace­
Beltrami operators defined on the compact subspaces 
X41>-1, X4(1)-1)-1, ... , X' and XM-l, X4(q-l)-1, ... ,X'. 

Finally, there is the set of the second-order Casimir 
operators of the subgroups, which appear in the 
following chains. First of all we have Sp(p, q) :::> 

Sp(p) @ Sp(q). Now, for any compact subgroup of 
Sp(P) and Sp(q), the chains are 

Sp(x) :::> Sp(x - 1) @ Sp(1)", , x = p,p - 1,' .. ,2 

or x=q,q-l,···.2, 
while 

Sp(1)",:::> U(1)", , x = p,p - 1, ... , 1 

or x = q, q - 1,' .. , 1. 

The generators of the subgroups U(I)", (x = 1, ... , 
p + q) form the Cartan subalgebra of sp(p, q). 

(d) There exists a basis vector in the carrier space 
of every representation, uniquely defined by certain 
requirements. Using this "lowest" vector, any other 
vector of the whole carrier space of the given IUR 
can be constructed with the help of generators of the 
algebra sp(p, q), and the IUR can be classified. 
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APPENDIX A: ALGEBRA OF Sp(p, q) @ Sp(1)1>oQ 

The algebra of Sp(p, q) is generated by the operators 
(3.3) and (3.4), which have been obtained as infinites­
imal operators of a quasiregular representation (3.11) 
of Sp(p, q). 

To write down the commutation relations fulfilled 
by the generators (3.3) and (3.4), we introduce a 
shorthand expression 

[x(r), y(r')] = HEIE2EsE4]z(rN) (AI) 
for 

(A2) 
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where r, r', rl!, €1, €2, €a, and €4 are either + or -
signs and X, Y, Z, stand for any of the generators 
'\1, <tJ, S, b of Sp(p, q). 

The commutation relations are 

[<tJ-, <tJ-] = H+ - - +]<tJ-; 

[<tJ-, b-] = H+ - - +]b-, (A3) 

[b-, b-] = -H + - - + ]<tJ-, 

[<tJ±, <tJ+] = =t=H+ ± + ±]<tJ'F; 

[<tJ±, b+] = t[+ ± + ±]b'F, (A4) 

[~, <tJ+] = ±H+ ± + ±]b'f; 

W, t;+] = H + ± + ±]<tJ'f, (AS) 

+ + 
[<tJ;, '\1::] = ;tH + ; + ;]'11!; 

[<tJ;, s!] = !u+; + ;]S!, (A6) 
- + 

['l1::, 'l1!] = - t[ + + + + ]<tJ~; 

['l1;, S~] = it[ + + + -+ ]bI; (AS) 

[S::, stJ = ;H+ + + +J<tJ~. 

It is easy to see that the commutation relations (A3) 
define an orthogonal so(p, q) . subalgebra and the 
relations (A3)-(AS) define a unitary su(p, q) sub­
algebra of the algebra sp(p, q). 

Besides the generators (3.3) and (3.4), we further 
introduce a set of operators 

Hk = -i'U:", k = 1, ... ,p + q, (A9) 

E±e.'fet = <tJ;t ± i<tJ;';, 1:S:; s < t :s:; P 

or p + 1 :s:; s < t :s:; p + q, (AI0) 

E±e,'fet = ± b~ + ib;t, 1:S:; s :s:; p, 

p + 1 :s:; t :s:; p + q, (All) 

E±e,±et = 'l1;; ± i'l1;t, 1:S:; s < t :s:; P 

or p + 1 :s:; s < t :s:; p + q, (A12) 

E±e,±et = ±S- + is+, 1:S:; s :s:; p, 

p + 1 :s:; t :s:; p + q, (A 13) 

E - 2-*«) I + ± "lL-) ±2e, - lJ..Js .s 1 S,8' 

which fulfill the commutation relations 

[Hk, E",] = -r:J.kE"" 

[E"" E_",] = '2>'kHk' 
k 

(A 14) 

(AlS) 

(A16) 

(A17) 

This basis differs from Weyl's standard basis only by 
factors 2-1(p + q + l)-t which would appear at each 
generator and on the right-hand sides of commutation 
relations (A1S)-(AI7) as a consequence of different 
value of the Killing form B(E", , E_",) for every root IX; 

in our basis we have 

B(E", , E_",) = -4(P + q + 1), (A1S) 

while in Weyl's standard basis B(E"" E_",) = -I is 
required. We consider our basis to be more conven­
ient for calculations because every root IX is expressible 
in terms of p + q unit vectors 

e. (s = 1, ... ,p + q), 

IX E {±e. + et , ±e. ± et ; 2e.1 S, t = 1, ... ,p + q}. 

Generally, the set of generators (A9)-(AI4) is 
preferred in calculations to the generators (3.3) and 
(3.4) for the operators Hk (k = 1, ... ,p + q) form a 
Cartan subalgebra and the generators E ±'" act like 
the "step" operators on the functionals X: defined by 
(3.S). 

Because the explicit formulas of the generators 
(A9)-(AI4) ate complicated, we introduce at first the 
following denotations: 

Let 
elJ) = cos iflJ); SIJ) = sin iflJ)' 

CIJ) = cos ~IJ); SIJ) = sin ~IJ)' (A19) 

(We insert a tilde over the respective symbols in the 
case of angles OIJ) and (IJ) for x = p + 1, ... ,p + q.) 

Furthermore, let 

and 

C±(if, cp) == =t= _i_~ + sin if i..., (A20) 
cos if ocp oif 

i a a 
S±(if, cp) == =t=- - - cos if - (A21) 

sin if 01p oif 

r±(~, if, cp) == tan ~C±(if, cp) + cos if.E..., (A22) 
o~ 

~±(~, if, 1p) == tan ~S±(if, 1p) + sin if.E.... (A23) 
a~ 

Finally, let 

A:;.uC~IJ)'···' ~II' iflJ)' cplJ)} 
II FIJ)+l 0 

== CIJ)CIJ) L r,::;.~ Cr-
r=x+1 FII a~r 

and 

- F~l(L C±(iflJ) , cp",) + CIJ)SIJ) o~J (A24) 
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where E±ez±ek 
'" F! = II Sf"' 

"=1/ 
(A26) = ±te±i(q>I-¥ik){tanhwSkCkF!t~t21(~I"'" ~21' (}j> €PI) 

Then we can write the generators (A9)-(AI4) in 
the following form: 

(1) The generators of the compact subgroup are 

Hk = i(~ - ~), 
a€pk a"Pk 

(A27) 

E = 2-t~(q>k-lpk) [:r: i cotan {} ~ 
± 2ek T k a 

"Pk 

. a a ] T I tan {}k - + a{} , 
a€Pk k 

(A28) 

E±eTt'fe, = -t~(q>k-q>Z){CkCkF~~~r=f(~I' {}" €PI) 

+ CI ~: Ail-l(~k"'" ~z, (}k' €Pk)} 

+ cothwczCzF!+1$f.v+a(~k'···' ~v+q, iJk, ipk) 

+ -C DHI C FHl 0 } Sk k£2I+aCZ Z 21 aw 

T le±i(<Pk-IjI'){tanh WCkCkF!t!$ri~I"'" ~2I' (}I' "PI) 

h C F I+1 A.± (f E _0: -) + cot WSI I 21 .nok,v+q"k'···, "S>+q, 'U'k' €Pk 

- ;of -k+1 1+1 a } + CkL-kFs>+qSICIF2I aw' (A32) 

Here 1 :5: I :5: p and p + 1 :5: k :5: p + q. 
The three generators of Sp(1)M are 

H = -i'U' = iI - +-1l+q( a a ) 
k=1 O€Pk O"Pk 

(A33) 

- t~(IpZ-lpk){SkCkF~~l:±(~I' (}I' "PI) and 

E± = 2-t('\1 + ± run 
+ SI ~: $'t.I-l(~k'···' ~I-l' (}k,"Pk)}' 

E 1 . ..±i(q>k-Ip/){ C Fk'H~'f( t {} 1/l ) 
±ek±el = -~r Ck k 1-1 "1' I'-rl 

+ SI ~: A~I-l(~k' ... , ~I' (}k' €Pk)} 

+ t~(q>I-ljIk) {SkCkF~~W±(~I' (}I' €Pz) 

(A29) 

+ Cz ~: $;Z-I(~k' ... , ~I-l' (}k' "Pk)}' (A30) 

Here 1 :5: k < I :5: p or p + 1 :5: k < I :5: p + q; in 
the latter case the variables should be taken with a 
tilde. 

(2) The "noncompact" generators are 

E±eI'fCIk 

= ±te±i(q>,--qik){tanhwCkCkF!t!At2l(~I>"" ~2I' (}z, €PI) 

+ cothwczCzF:;IA:'1l+a(~k"'" ~v+a' Jk, 'Pk) 

- ;of ;::k-I-l C FI+1 a } + CkL-".t·v+aCI I 21 aW 

± te±i(¥ik-1pI){tanhWSkCkF!t!$~2I(~I"'" ~2I' (}z, "PI) 

+ coth wSICzF!+I·'6t.s>+a(~k' .. " ~s>+a' {)k' ipk) 

- ;of l"k-I-l C FHI a} + S"L-"r1l+aSZ I 21 aw' (A31) 

= 2-t I q 
e±i(q>k+lpk) [T i cot {}k ~ 

k=1 a"Pk 

± i tan (}k ~ + ~J. (A34) 
a€Pk a{}k 

In the summation over k = P + 1, ... ,p + q the 
tildes are obviously supposed bver every variable. 

APPENDIX B: THE ACTION OF THE 
GENERATORS OF Sp(p, q) ON A BASIS 
SYSTEM OF THE REPRESENTATION 

SPACES 

To obtain a proper - orthogonal basis system 
of the representation space 'DC,M+(9'") defined in 
Sec. 3, one has to use, instead of the functions 
'U':(w, (121' fiq) defined by (3.7), a linear combination 
of them. 

The choice of this linear combination is uniquely 
determined by the requirement of diagonalization of 
all second order Casimir operators besides the 
Laplace-Beltrami ones. Due to the relation (3.14) 
between these two types of invariant operators, the 
properties of a new basis are dictated by the second 
order Casimir operator of the group Sp(1) which 
accompanies the symplectic group in the direct 
product. But these last operators behave exactly as 
the operators of the usual rotation group SO(3) 
or the group SU(2). Particularly, the functions 
'U':(w, (121' fiq) or the functionals X~, more properly 
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written as 

I( 

L il • L il- 1 • "'. L2 19. 19-I' ... ,L
2 

X" = ,,- lil ' lil_l. ...• 12 , 11 19 • 19-1. • ••• ' 2 • 11 (Bl) 
M + M+ ... M+ M+ rr+ M-+ M-+ M-+ 

il' il-l. • 2 • 1 lV1 g , q-l •.. '. 2. 1 

M-;;. M;_l.···. M;:, Ml M;. M;_I'···. M2• Mi 

behave with respect to the C(2)(Sp(1» operators as a tensor product basis. It then follows from the com­
position law (A33) and (A34) of the generators of Sp(1) that a proper basis of ~",M+(3') is 

I( 

C 

I( 

Lil • Lil- 1 • "'. L2 lo. lO-I. "'. L2 

x (11Mt/2Mt I f2M(2» lil' lil-l. "'. ' 2 • 11 Ig. 1q_1• "', 12 • 11 
+ + + + rr+ -+ -+ -+ Mil' Mil-I"". M 2 , Ml lV1 q, Mq_1 ••••• M 2 , Ml 

(B2) 

M-;;. M;_l , ...• M;:, Ml M;, M;_I' ...• M;:. Ml 

where (/1 m1 i2 m211s ma) are the Clebsch-Gordan coefficients as defined, e.g., in Ref. 11 with i = 2j, etc. 
The summation in (B2) over Mtx)'s goes, naturally, in steps by two units. We recall here also the definition 
Mtx) = ~;-1 M;- . To describe completely the action of the generators of Sp(p, q) on the above-defined basis 
functions, it is sufficient to give the formulas for the action of Hs' E±2e" E±e,±e._

1
, E±eB~e'_l' as well as of 

two "noncompact" generators E±ep±e. and E±ep~e •. What remains follows from the commutation relations 
or can be obtained in an inductive way. In order to save space, we omit in the following all the unnecessary 
indices which do not appear in the coefficients replacing them by dots. So we have 

K I( 

C 

(B3) 

'" M-;'" .. , M-;'" 

K 

C 

(B4) 

.. , 1. . .. . .. I. .., 

.. , M-;'" I'" M+ M-; ± 2··· 

11 M. E. Rose, Elementary Theory of Angular Momentum (John Wiley & Sons, Inc., New York, 1961). 
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L .. L'_l' 
1:., C._I, 

I., 1._1 , 

K 

I: 

... M;-, M;-_I, . . . M+ 

K 

I: 

= .J(,;:!-1 ~ A •.• _1( 15., 15._1) 
cH,.~I'_l.~L'_l.~C._l=±1 

L., L'_l + r5L._1, 

C. , 1:'_1 + 151:._1, 
, (BS) 

K 

lq, 
[q, 

Tq , 

M;,'" M+ 

1. + r5l., 1._1 + r5l._1 , 

... M;- + 15., M;-_1 + 15._1 , • • • M+ 

K 

= .J(,-1 ~ A (15 15) Lp + r5Lp , ••• 
p.il k_ p.q 1" q 

6Lp.6L •. ~Cp.~C •. 6Ip.~I.=±1 Cp + bl:p , 

I + r51 ... q q' 

Cq + bCq , 

l+M ... 

(B6) 

Here we have abbreviated by 151' and bq the signs ± 1 
in the denotation of generators. The coefficients are 

J(,S.8-1 = 25[(1, + 1)(18-1 + 1)(E8_ 1 + 1)(1:8_ 1 + 1)]1, 
(B7) 

.J(,p,q = 27[(Ep + 1)(I~ + 1)(1:1' + 1)(Cq + 1) 
X (/1' + 1)(lq + 1)]', (BS) 

A (15 15 ) = 15 [15. + 15._1 151 + 15, - 15.-1] 
•• ,-1 • '8-1 8 2 • 2 

x a6L.-l.61'b61,-1 c 6• C~'-l 
6L,-1 ~l, 61,-1 

X d61,_1.6'_'j6C,_1.61, 
6C,_1 ' 

A (15 15) = [15 151' + r5 q + 15£ 151' - r5q
] 

p,q 1" q l' 2 q 2 

6Lp,6L'b61p b6i. 6p 6, 
X g aLp 6L,C6I pCti. 

(B9) 

x d~f~·6Pd:~:·i16CP.6C,. (BlO) 

The factors a, b, c, d,!, and g all have a very similar 
structure. So we have 

aaL.-l,61, = {(Es + 1)2 - [r(E._l' 1.)]2}', (Bll) 

bgi = {[r(/"" E",)]2 - (E"_1 + 1)2}', (B12) 
m E", + 1 + dL", 

11' + Mp , 

M-; + 151" 
q q' 

M- + 15 ... M+ 
fl fl' 

~m _ {I", + 1 + r5l", + 15", . M", . M-;}' 
C6lm - , (B13) 

I", + 1 + 15/", 

d~t~.6m = [15", 15", ~ bl:", + M", ~'" ~ bl:",] 

x {[S(C",' 1",)]2 - (1:"'_1 + 1)2151: M }' 
1:", + 1 + 151:", '" '" , 

(B14) 

j6Cm.ac. = {[[s(l:", , 1:11)]2 - (I: + 1)2]r5l:",bl:
lI
}', (B1S) 

gaLp,6i. = {[r(l~, Ep)]2 _ g2}', (B16) 
where 

_ {E + 1 = L + 2p + 2q - 1, 
g- 'A 

I , 

while 

K E DS(Ll), 

K E CS(Ll), 
(B17) 

and 
r(ll, 12) = (II + 1511) + r5l2(12 + 1) + 1 (B18) 

s(1l" 12) = r5l1(11 + 1) + r5l2(/2 + 1) + 1. (B19) 

We have also introduced a convenient notation 

E", = L", + 2x - 2. (B20) 
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The reduction of a space S into its irreducible components S = ~ S(rx., p) with respect to (w.r.t.) a 
group G is discussed in the case where G is the union of two subgroups G1 and G 2 , and S has already 
been reduced w.r.t. G1 and G2 separately. 

1. INTRODUCTION 

It has been pointed out in previous papersl - 3 that 
it is possible to use the commutator algebra e of a 
representation r of a group G in a space S to express 
S as the sum of irreducible spaces S( a., p), so that 

:Ilmax(a) 

S = I I S(a., p), 
a :Il=l 

where S(a.,p) affords an irreducible representation 
r lZ ofG. 

In this paper we discuss two things: 
l. improved means of using e to reduce S, and 
2. methods to construct e when G is the union of 

several subgroups each of whose representations in 
S has already been reduced. The situation where each 
subgroup is the Abelian group consisting of powers 
of a generator of G is a special case of this. 

2. THE USE OF THE COMMUTATOR ALGEBRA 

A. The Reduction 

We need some preliminary lemmas. 

Lemma 1: Let C be an arbitrary element of e and 
let (1 be one of its eigenvalues. Call the space, which 
is spanned by eigenvectors of C belonging to a, Sea). 
Then Sea) is invariant under G. 

Proof: Let R be an element of G and x be a vector 
in Sea). Then 

CRx = RCx = Rax = aRx, (2.1) 

i.e., if x is in Sea), so is Rx. 

Lemma 2: Any element of e not a multiple of 1 may 
be used to divide S into at least two subspaces, each 
invariant with respect to (w.r.t.) G. 

Proof" If the eigenvectors of C span S, then our 
theorem is true, since there must be at least two 
distinct eigenvalues of C. 

If the eigenvectors of C do not span S (for an 
example of this case consider the 2 x 2 matrix C 

• Work performed under the auspices of the U.S. Atomic Energy 
Commission. 

1 J. R. Gabriel, J. Math. Phys. 5, 494 (1964). 
2 J. R. Gabriel, J. Chern. Phys. 43, S265 (1965). 
3 J. R. Gabriel, J. Math. Phys. 9, 973 (1968). 

where Cn = 1, Cl2 = 1, C21 = 0, C22 = 1), let the 
projection operator for each Sea) be E(a). Then 
E = I .. E(a) is in e. Because eigenvectors belonging to 
different eigenvalues must be linearly independent, the 
E( a) are disjoint, i.e., 

E( a)E( a') = b .... ,E( a); (2.2) 

and so E2 = E, i.e., E is a projection operator. Since 
E2 = E, i = 1 - E is also a projection operator, i.e., 
i 2 = E. 

The decomposition 

1 = i + I f(a) (2.3) 

decomposes S into at least two subspaces if there is at 
least one f(a) not equal to 1. 

Since the eigenvectors of C do not span S, C is not 
a multiple of 1, but there exists some a such that 
(C - al) is singular. 

Since (C - al) is singular there exists at least one 
vector orthogonal to every row of (C - 0'1), i.e., 
there exists at least one eigenvector belonging to a. 

It follows that if e contains matrices other than 
multiples oft, then there is always a nontrivial decom­
position of S given by 

1 = I f(a), (2.4) .. 
S = I S( a), (2.5) .. 

where one of the f(a) may be the i of lemma 2. 
Each space Sea) is invariant w.r.t. G. Any element 

R of G may also be decomposed 

R = L R .. , (2.6) 

where 

and 

.. 
(2.7) 

(2.8) 

If 1 and C of lemma 2 do not span e then there 
exists CI , a linearly independent element of e. 

Because of (2.3), 

i.e., 
C1 = (I f .. )CIC2 f .. ), 

CI = L CI .... ', 

CI " a ' = EaCIE .. ,. 

(2.9) 

(2.10) 

(2.11) 

1789 
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Substituting (2.10) and (2.6) and using (2.2) in 

RCl = ClR, (2.12) 
we find that 

RaClaa = ClaaRa, (2.13) 
RaClaa , = Claa,Ra,. (2.14) 

But Eq. (2.14) is just CR = RC over again in S(O') 
and shows that either 

Claa = Al (2.15) 

or that the eigenvectors of Claa show a subdivision of 
S(O') into invariant subspaces S(O'l) w.r.t. G., and for 
each of the new subspaces S( 0'1), 

Clalal = A(O'l)l. (2.16) 

This process can be continued until the matrices which 
span e have been exhausted. As soon as this is the case, 

Caa = A(O', C)l (2.17) 

for every C and every 0', and every Sa is irreducible as 
well as invariant, for if not there would be some C 
for which 

Caa =;6 A(O', C)l. (2.18) 

B. Spaces Which Afford Equivalent Irreducible 
Representations 

Now we must turn our attention to (2.14). If 

C"a' =;6 0, (2.19) 

then (2.14) and Schur's lemma show that Caa' is 
square and nonsingular so thaI (2.14) becomes 

Ra' = C;;,RaCaa, (2.20) 
for each R in G. 

Therefore S(O') and S(O") afford equivalent irreQuc­
ible representations (IR's) and Caa, is the change of 
basis in S(O") which makes S(O') and S(O") afford the 
same representation. 

3. CONSTRUCTING e 
Suppose that GI and G2 are groups having repre­

sentations r I and r 2 in some space S. 
Suppose the decomposition of S w.r.t. GI is 

llmax{~l) 

S = I I S( exl , PI) (3.1) 
~l lll=l 

and w.r.t. G2 
llmax{~2) 

S = I I S(ex2' P2). (3.2) 
a2 1)2=1 

Each of the Pmax(ex) spaces S(ex,p) labeled by a 
given IX affords the same IR r~. S{ex, p) has dimension 
n~ and its base vectors are 

XCIX,p, i) i = I,··· ,n~. (3.3) 
Define 

e~a = I X\IX, p, i)X{IX, q, i), (3.4) 
i 

where xt is the Hermitian conjugate of x. 
Then Schur's lemma shows that an arbitrary 

element of the commutator algebra isl - 3 

C = 22 c:qe:q. 
~ llq 

(3.5) 

Applying this to the groups GI and G2 if CI and C2 

belong to e1 and e2 , 

(3.6) 

(3.7) 

Now if C is in e the commutator of G, the union of 
GI and G2 , C must be in both CI and C2 , i.e., it is 
described by coefficients C!lq or c~· which are 

.... 1 1 j)2Q'2 

solutions of 

(3.8) 

Now CI of (3.6) is a vector in a linear vector space 
whose base vectors are the e:~ql' and similarly for 
C2 of (3.7). 

If the scalar product of two matrices el and e2 is 
defined by 

el • e2 = Tr (eie2), (3.9) 

it fulfills all the requirements for a scalar product. 
Moreover if the e:q are redefined by 

e:a = Cn~)-! 2 xt (ex, p, i)X(IX, q, i), (3.10) 
i 

the e:~al are an orthonormal basis for CI and simi­
larly for C2 • Thus (3.8) may be rewritten 

Iaiu; = Ibivi , (3.11) 

where the Ui and Vi are sets of orthonormal base 
vectors spanning different subspaces of the set of all 
n X n matrices. 

Equation (3.11) can be written as two simultaneous 
matrix equations for the coefficients 

ai = 2 (u i · vi)bi , 

by writing 
bi = 2 (Vi • ui)ai, 

then 
(Vi· Ui ) = th, 

and (3.12) and (3.13) may be written 

A = TE, 

E = TtA. 
Eliminating E, 

A = TTtA, 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 
i.e., the vectors common to both spaces are eigen­
vectors of TTt belonging to the eigenvalue I. 

4. REFINEMENTS AND EXTENSIONS 
A. Statement of the Problem 

The methods developed in Secs. 2 and 3 are 
obviously usable, powerful, and well suited to imple­
mentation on an electronic computer. However, if the 
dimension of the space S is large enough, the program 
will be too big for the computer. 
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It is therefore worthwhile to look for ways in which 
the processes, particularly those of Sec. 2, may be 
condensed. Moreover, a closer examination of the 
methods of this paper and their relationship with 
those proposed in earlier papers may give further 
insight into the structure of S. 

For the remainder of this paper we shall restrict 
ourselves to consideration of a group G(n) defined by 
n generators R1 , R2 , ••• , Rn. If G(i) is the group 
defined by the first i generators, G(n) ::::> G(n - 1) ::::> 

G(n - 2) ::::> ••• ::::> G(I) ::::> G(O), where G(O) is the 
unit matrix and G(I) ... G(n) a sequence of subgroups. 

We shall assume that S has been reduced w.r.t. 
G(n - 1) according to 

S = L L S(oc, p) (4.1) 

and we wish to inquire how Rn affects the spaces 
S(oc,p). Some may remain invariant; some may be­
come parts of a larger space which is reducible w.r.t. 
G(n - 1), but not w.r.t. G(n), or perhaps two spaces 
S(oc, 1) and S(oc, 2) which afford the same representa­
tion of G(n - 1) may afford inequivalent representa­
tions of G(n), for example. 

Assuming we know how to reduce S w.r. t. G( n - 1), 
we may use this knowledge to reduce S with regard to 
G(n) in the following way. Since G(n - 1) is a sub­
group of G(n), any basis for S which displays its 
reduction w.r.t. G(n) must display a reduction w.r.t. 
G(n - 1). If we require the basis in S which displays 
the reduction of G(n) to display the known reduction 
of G(n - 1), then the mapping P of the basis for 
G(n) onto the known basis for G(n - 1) must obey 
p-lr(n - I)P = r(n - 1), i.e., P belongs to the 
commutator algebra of r(n - 1). This is a very 
helpful restriction since if S(oc,p)p = 1,' .. ,Pmax(oc) 
are the spaces which afford ra of G(n - 1) and 

:l>max(a) 

Sa = L S(oc, p), (4.2) 
:1>=1 

then Sa must be invariant under P. 
This suggests that we may be able to determine P 

by considering the Sa of (4.2) one by one. What this 
means in terms of P is as follows: If e(oc,p, q) is as 
defined by (3.4) and we write 

Ea = 2 eeoc, p, p), 
:I> 

then since P leaves Sa invariant, 

(4.3) 

(4.4) 

where Pa is the submatrix of P which operl'ttes in Sa. 
Since La Ea = 1, 

(4.5) 

To see what is the function of the matrices Pa and 
how we might determine them, we need two lemmas. 

Lemma 1: Let S(oc, 1) and S(oc, 2) both afford the 
same representation ra of G. Let 

and 

VI = L aix(oc, 1, i) 
i 

V2 = L aix( oc, 2, i) 
i 

(4.6) 

(4.7) 

[i.e., VI and V2 are corresponding vectors in S(oc, 1) 
and S(oc, 2), and 2i xt(oc, 1, i)x(oc, 2, i) belongs to e]. 

Let 
(4.8) 

Then the vectors Tv as T varies over G span a proper 
invariant subspace of S = S(oc, 1) + S(oc, 2) whose 
base vectors are 

x(oc, i) = AX(OC, 1, i) + flX(OC, 2, i), (4.9) 

which is invariant w.r.t. G and affords the irreducible 
representation r a • 

Proof" Let 

a na ~ r a (T-1)T' eij = - ~ ii , (4.10) 
g G 

then it is well known' that 

e:ixt oc, k) = x( oc, i)b ik . (4.11) 
Then it is easy to show that for some jo, 

Vai = e:iov (4.12) 

is nonzero and that the na vectors 

Vai , i=I,"',na (4.13) 

span the space whose base vectors are (4.9). But 

vai = na L r:;(T-1)Tv, (4.14) 
g 

which is a linear combination of the vectors Tv. 
This proves the lemma. 

Note that the transformation (4.9) commutes with 
G(n - 1). 

Lemma 2: If Sa and Sp afford inequivalent IR's of 
G, then Sa and Sp are the only invariant subspaces of 
S = Sa + Sp w.r.t. G. 

Proof" Is similar to lemma 1. 

These two lemmas show how Rn affects the basis 
which reduces r(n - 1), the representation of 
G(n - 1) in S. For example, if Sa and Sp afford in­
equivalent IR's of G(n - 1), each occurs only once, 
and there exist Xa and xp in Sa and Sp such that 

xp = Rnxa. (4.15) 

Then Sp cannot be invariant w.r.t. G(n) and by 
lemma 2, Sa + Sp must be irreducible w.r.t. G(n). 

4 H. Weyl, Group Theory of Quantum Mechanics (Dover Publica­
tions, Inc., New York, 1931). 
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Of course SIZ + Sp may not be invariant, it may be 
coupled to SIZ' by Rn , by an equation like (4.15), and 
so on and so forth. 

However, if we have two spaces S(oc, 1) and S(oc, 2) 
which afford the same representation, together with 
Sp and there exist Xal, X/Z2, xp, xp' such that 

Xp = RnXlZl' 

xp' = RnXa2' 

(4.16) 

(4.17) 

then our first thought is that S(oc, 1) + S(oc, 2) + S«(3) 
is irreducible, but this is not necessarily so. There 
might be some space S~ whose base vectors are 

x'(oc, i) = AX(OC, I, i) + flx(oc, 2, i), (4.18) 

such that there are no nonzero matrix elements of Rn 
between SIZ' and Sp to make SIZ' not invariant according 
to lemma 2. 

In this case the transformation (4.18) is a simple 
example of a PIZ in the sense of (4.5). 

This explains what the problem is. 

B. The Process of Reduction 

This divides into two parts: 
(1) finding the basis changes PIZ of Eq. (4.5); 
(2) finding which spaces Sp are coupled to the new 

basis for ra found in Part (1) by Rn. 

Part (1) is done by extending Sec. 2. Let C be an 
element of the commutator algebra e(n) of G(n) and 
let Sa = Ip Sen - 1, oc, p). Then since C is, a fortiori, 
in e(n - 1), C leaves each Sa invariant. Thus 

(4.19) 

where 
(4.20) 

analogously to (4.5). 
Just as (3.5) expresses C in terms of the e~1l for 

r(n - I), so 

(4.21) 

Note that the sum over oc in (3.5) is missing from 
(4.21). 

Equation (4.21) expresses the condition that Ca is 
in e(n - 1). If CIZ also commutes with R n , then CIZ 
is in e(n). But because Sa = Ip S(oc, p) is invariant 
w.r.t. Ca , the process of Sec. 2 can be applied to Sa 
by itself. This greatly reduces the order of the eigen­
value problems that lead to Eqs. (2.1)-(2.8). The 
group G2 of Sec. 3 is just the Abelian group generated 
by Rn , and its commutator algebra can be obtained 
from the eigenvectors of Rn (if the eigenvectors do not 
span S, then tricks like those in Sec. 2A must be used). 

Ifpmax(oc) is the number of times ra appears in Sa' 

then TTt of 3.117 is Pmax( oc) x Pmax( oc). 

Having used Ca to find a basis in Sa which takes the 
greatest possible advantage of lemma 1 of Sec. 4 
for each oc value in S,then we use lemma 2 to see which 
are the inequivalent spaces coupled by Rn to make 
larger spaces which are reducible w.r.t. G(n - 1) 
but not w.r.t. G(n). 

C. Comments on Sees. 4A and 4B and an Alternative 
Method 

The preceding is most closely related to the second 
paper in this series, where linear operators are 
treated as sums of dyadics rather than being expressed 
in any special basis. In particular, to express any of the 
equations of Sec. 3 or Sec. 4 in matrix form, the same 
basis must be chosen for the expression of each side 
of the equation. 

However, given the situation described in Sec. 3, 
there are two "natural" bases; the first, 

x( OCl ,PI, il ), 

is appropriate to GI , and the second, 

x( OC 2 ,P2' ~2)' 
is appropriate to G2 • 

The transformation H which transforms each basis 
vector x( ocl , PI, il ) into a corresponding vector 
x( OC2' P2' i2) may be written 

H = ~ x( OC2 , P2' i2)x tc OCl , PI' i l ). (4.22) 

The matrix of H in the basis x( OCI , PI , i l ) is 

H(OC2,P2' i2, OCI,PI, il ) = xt(OCI,PI, il )x(oc2,P2, i2)·1 
(4.23) 

If 
(4.24) 

is a member of el , its matrix representative in the 
x( OC I , PI , il ) basis is 

t( ')C (' , .,) _ ~ 1: a1 X OCI' PI, 11 IX OCl' PI, 11 - ua1a1,Ui1i1,CIP11l1' 

If C1 is not only an element of e1 but also of e2 , then 
its matrix element in the X(OC2' P2, i2) basis is 

(4.25) 

These must be related by the linear transformation H, 
I.e., 

or 

or 

HCIH-I = C2 

HCI = C2H 

This equation may be used instead of Sec. 3 to deter­
mine e, although Sec. 3 is usually considerably easier 
to work with. In this context it should be noted that 
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the matrix tij of (3.14) may be expressed simply in They are 
terms of H of (4.22). 

5. AN EXAMPLE 

To make it easier for the reader to follow the argu­
ments and to help resolve any ambiguities, consider 
the following example. 

Let (x,.", z) be three variables which transform 
under the group defined by 

R4 : (x,y, z) -4 (y, -x, z), (5.1) 

R2 : (x,y, z) -4 (z, -y, x). (5.2) 

Let S be the 6-dimensional space of all 2nd-degree 
polynomials in (x,y, z). The six monomials 

x2 y2 Z2 xy yz zx 

form a basis for S. 
The group defined by R4 and R2 is the tetrahedral 

group T and the space S affords a reducible representa­
tion of the cubic group. Let us apply the techniques of 
this paper to finding the irreducible subspaces of 
S w.r.t. T. 

Because the methods of Sec. 2 and Sec. 3 are 
awkward to write out in a hand .. calculated example 
since the methods were devised for use on a digital 
computer, we shall take some short cuts which elimi­
nate the need to print many matrices. 

Nevertheless, the hand calculation given here 
provides a useful clue to the ideas behind the rest of 
the paper. 

We choose eigenvectors of R4 for our basis set. 

Z2 , 

xy, 

z(x + iy)/.J"2, 

z(x - iy)/.Ji 

(5.3) 

They are related to X2, y2, z2, xy, yz, zx by a unitary 
transformation which makes R4 diagonal. 

The matrices R2 and R4 in this basis are shown in 
Eqs. (S.6a) and (5.6b). C4 in Eq. (S.6c) is a general 
element of the commutator algebra of R4 • 

We must now find the conditions on the coefficients 

(5.4) 

which make it commute with R2 • 

Instead of using the techniques of Sec. 3, it is 
simpler in this case to solve the equation 

(5.5) 
for the c:q • 

The products C4R2 and R2C4 are displayed in Eqs. 
(S.7a), (S.7b). 

If all of the equations for C~l' C~2' C~l' and C~2 are 
examined [the equations from (lA) and (lB) ele­
mentsof C4R2 and R2C4 do this], it will be found that 
there are only two independent equations, which may 
be written: 

2 
Z 

(x2 -l) 
xy 

z(x + iy) z(x - iy) 

1 

2 

1 

.J2 
-1 

2 

1 

.J2 

1 

.J2 

.J2 

-1 

2 

1 

.J2 
1 -
2 

.J2 .J2 

-i 
(S.6a) 

.J2 .J2 
-i 1 1 - -
.J2 2 2 

1 1 

.J2 2 2 
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(X2 + y2) 
Z2 

(X2 _ y2) Z(x + iy) Z(X - iy) 

..}2 ..}2 
xy 

../2 ../2 

1 

1 

R4 = -1 (So6b) 
-1 

-i 

C~l C~2 
C~l C~2 

-1 
C12

1 

C4 = Cn (So6c) 
C;} 

-1 
C22 

C~l 
-i 

Cn 

1 1 1 1 1 
Cn + C12 Cll _ Cll + c1: 

2 ..}2 ..}2 2 ..}2 
1 1 1 1 1 

C21 + C2: C21 _ C21 + C2::" 

2 ..}2 /i 2 ..}2 
-1 -1 -1 -1 -1 _ c n Cll Cll o c12 o c12 

I ..}2 -1-
2 ..}2 2 ..}2-

C4R 2 = (So7a) -1 -1 -1 -1 -1 
_ C21 C21 C21 o C2 2 o C22 

I ..}2 -1-
2 ..}2 2 ..}2 

o d1 
i i 

-1-
Cn Cll 

..}2 2 2 
-i -i -i 

. Cll Cll Cll 
I ..}2 2 2 

1 1 1 1 -1 -1 
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(S.8) 

C~I = c~2/.j2 + C~2' (S.9) 

which shows that if C24 is the most general matrix that 
commutes with R2 and R4 , then the submatrix of C24 

which operates in the space spanned by (X2 + y2)/../2 
and Z2 is an arbitrary linear combination of any two 
solutions of (S.8) and (S.9) since there are four 
unknowns and only two equations. 

One possible solution is 

Ci2 = 1, C~I = 1, C~2 = 0, C~I = c~2/li = 1/../2, 
(S.10) 

i.e., 

C4 = [1//2 ~l (5.11) 

Section 2 shows that the two eigenvectors of this 

matrix belong to inequivalent representations 

VI = ~iC2 ;2l) + ~; (S.12) 

and 

(
X2 + y2) ../5. 2 

V2 = ../2../3 - ../3 (z ). (5.13) 

Formation of the equations for the other sub­
matrices of e: show that VI belongs to a representation 
all by itself, but V2 is a partner in a two-dimensional 
representation spanned by V2 and (x2 _ y2)/.J2 
because the condition (use row 3 col. 1) requires 

-cl}12 = -c~1/2 + c~1/../2, (S.14) 
which determines c11 once C~l and C~l are known. 

In fact, cli is an eigenvalue of 5.109. 
Similarly xyl.j"j, z(x + iy)/../"j, and z(x - iy)/"/"j 

span a 3-dimensional irreducible representation. 
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The diffraction of plane waves and pulses by cylindrical cavities is studied as a singular perturbation 
problem for long waves and broad pulses. The solution, which is obtained to a given order of approxima­
tion by the method of matched asymptotic expansions, is applicable to arbitrary cavity shapes and, in 
the case of pulse diffraction, incident profiles of arbitrary form. 

I. INTRODUCTION 

Investigations relative to the scattering of weak 
sound pulses by objects of various shapes and com­
positions have aimed, in particular, at finding the 
level of disturbance immediately behind the outgoing 
wave front, that is, for "short times" after the arrival 
of the front at a given location.I - 3 A "long time" 
solution, applicable well to the rear of the expanding 
front, has been obtained by Chen4 for plane pulses 
incident upon a rigid circular cylinder and a hollow 
circular inclusion or cavity. In the latter cases the 
analysis, based on a Laplace transform with respect 

* Now at the Bell Telephone Laboratory. 
1 F. G. Friedlander, Sound Pulses (Cambridge University Press 

Cambridge, England, 1958). ' 
IS. K. Mishra, Proc. Cambridge Phil. Soc. 60, 295 (1964). 
a H. Uberall, R. Dolittle, and J. McNicholas, J. Acoust. Soc. Am. 

39, 564 (1966). 
• Y. M. Chen, Intern. J. Eng. Sci. 2, 417 (1964). 

to the time variable and a small argument approxi­
mation for the appropriate mode expansion, reveals 
distinctive limiting responses to an incoming unit 
pressure front (Heaviside step function): specifically, 
for the rigid cylinder a steady state is approached 
with a pressure distribution that is everywhere equal 
to unity, whereas, for the cavity, the pressure ap­
proaches zero in an inverse logarithmic fashion at a 
given position. In contrast to the implied tendency 
of the cavity to depress the pressure level, there is a 
logarithmic growth of the pressure with distance from 
the cavity for large fixed values of the time. 

The solution obtained by Chen bears a considerable 
resemblance to that which obtains in the Stokes 
approximation for the plane flow of an incompressible 
viscous fluid past a cylinder at low Reynolds numbers. 
In the hydrodynamic problem Stokes was able to meet 
the boundary conditions on the cylinder, but not at 
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pressure front (Heaviside step function): specifically, 
for the rigid cylinder a steady state is approached 
with a pressure distribution that is everywhere equal 
to unity, whereas, for the cavity, the pressure ap­
proaches zero in an inverse logarithmic fashion at a 
given position. In contrast to the implied tendency 
of the cavity to depress the pressure level, there is a 
logarithmic growth of the pressure with distance from 
the cavity for large fixed values of the time. 

The solution obtained by Chen bears a considerable 
resemblance to that which obtains in the Stokes 
approximation for the plane flow of an incompressible 
viscous fluid past a cylinder at low Reynolds numbers. 
In the hydrodynamic problem Stokes was able to meet 
the boundary conditions on the cylinder, but not at 
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large distances away therefrom; his interpretation of 
the result led to erroneous conclusions regarding the 
physical behavior of the flow field and the cylinder 
drag. The Stokes problem has been resolved by 
contemporary investigators in terms of singular 
perturbation theory.s Within the framework of this 
theory, the Stokes solution forms the basis of an 
inner expansion valid near the body while an outer 
expansion, valid far from the body, is required in 
order to complete the description everywhere. The 
purpose of this paper is to apply a similar technique 
in the context of acoustical scattering so as to obtain 
a meaningful physical description of the field every­
where. It will be shown that the leading term of Chen's 
solution is valid in the neighborhood of the cylinder, 
that is, for distances from the cylinder boundary 
which are comparable to or less than its radius, but 
ceases to apply at distances much longer than the 
cylinder radius. Our analysis makes it apparent that 
a small cavity has only a local effect on a relatively 
broad pressure pulse, and details this effect to a 
second order of approximation. Apart from the 
particular application which forms the substance of 
this paper, it is hoped that the technique of inner and 
outer expansions, elaborated for the most part in 
problems of fluid mechanics,6 will recommend itself 
for the analysis of wave propagation and scattering. 
In order to illustrate the technique and prepare the 
way for the consideration of pulse diffraction, a 
detailed mathematical analysis is initially developed 
for the scattering of plane harmonic waves by a 
circular ca vi ty. 

II. INNER AND OUTER EXPANSIONS 

Scattering problems involving time-periodic waves 
feature a dimensionless parameter given by the ratio 
of obstacle size and wavelength. For nonperiodic 
excitations the breadth of the incident pulse takes 
over the role of the wavelength in the analogous 
parameter, or else the latter contains a characteristic 
length defined by the product of wave speed and time 
when the pulse has unlimited extension. A compli­
cating aspect of these problems is that a single 
asymptotic expansion in terms of such a parameter 
may not be uniformly valid in space. We shall attempt 
to construct a solution to the pulse problem in terms 
of inner and outer expansions for small values of the 
ratio of cylinder diameter to pulse length; this choice 
for the perturbation parameter is motivated by our 

6 S. Kaplun, J. Ratl. Mech. Anal. 6, 595 (1957). 
6 M. D. Van Dyke, Perturbation Methods in Fluid Mechanics 

(Academic Press Inc., New York, 1964). 

intention to apply the explicit solution to the plane­
wave scattering problem at long wavelengths. 

The ratio of cylinder diameter to pulse length (or 
wavelength) may approach zero in different ways 
corresponding to two distinct physical problems. In 
one limit the obstacle contracts to a point while the 
wave or pulse length remains fixed and in the other 
limit the wave or pulse grows in length without 
alteration of the body size. In such circumstances 
two asymptotic expansions may be required: an inner 
expansion which meets boundary conditions on the 
cylinder but not at great distances, and an outer 
expansion which is valid far from the cylinder but 
fails to meet boundary conditions on its surface. 
These two expansions share a region of common 
validity and may be matched to a given order in the 
perturbation parameter. The matching permits a 
determination of both the form and coefficients of 
the asymptotic sequences and, moreover, rules out 
certain eigensolutions in both expansions. For the 
case of diffraction by a circular cavity, the exact 
solution is known and thus, in principle, the inner 
and outer expansions may be obtained directly and 
their overlap demonstrated by matching. However, 
it is instructive to develop these expansions without 
resorting to the exact solution in order to guide the 
analysis for other cavity shapes. In addition, matching 
affords an alternative to a formal expansion of the 
exact solution if such an expansion proves difficult. 

III. PLANE-WAVE SCATTERING BY A 
CmCULAR CAVITY AT LONG 

WAVELENGTHS 

The pressure fluctuation 'fer, t) satisfies a homo­
geneous wave equation in source free regions, with 
the two-dimensional version 

V2 :qr - (~ L~ 1 ~)o/ _ ! 0
2

0/ (1) 
r,B - or2 + r or + r2 0()2 - c2 ot2 ' 

where r, () designate polar coordinates, t is the time, 
and c denotes the sound speed. In terms of a dimen­
sionless time, T = ket, simply periodic pressure 
fluctuations are represented by 

(2a) 
where 

(2b) 

and k designates the wave number. For an incident 
plane wave 

(3a) 

the outward-going or scattered wave which conforms 
with Eq. (3a) is described by a Fourier expansion in 
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terms of Hankel functions of the first kind 

00 

"Pse = L AnH~ll(kr) cos ne, 
-00 

approximation, only ~O(E) is different from zero, 
for the infinite series in (10) cannot be matched to an 

(3b) outer expansion for "P with nonzero values of ~m(E), 
m ~ 1. Thus, we write the inner expansion to O(~o) 

and the boundary condition appropriate to a cavity as 
takes the form "Pinner "" ~o( E) In p (11) 

"P(a, e) = "Pine(a, e) + "Psc(a, e) = o. (3c) and turn our attention to the outer expansion. 

We shall consider the circumstance in which the 
wavelength is large compared with the cavity radius, 
whence 

E = ka« 1 (4) 

is a small parameter, and observe that the limit 
E ~ 0 is realized by the alternatives 

k ~ 0, a fixed, 

a ~ 0, k fixed. 

(Sa) 

(5b) 

The former limit corresponds to an inner problem 
where the appropriate length scale is a, and the 
latter corresponds to an outer problem where the 
appropriate length scale is k- I • 

Inner Problem: k --->- 0, a fixed 

We define an inner variable 

p = ria (6) 

in terms of which the differential equation for the 
scattered wave and the boundary condition take the 
forms 

V!.o"Psc + E2"Psc = 0, 

"Psc(1, e) = - "I'inc(1, e). 

If we expand "Pinc for small E, 

"Pinc = eifP cosO"" 1 + O(E), 

(7a) 

(7b) 

(8) 

and discard terms of O(E), but not of lower order, 
the corresponding specification for "Psc involves the 
Laplace differential equation 

V!.O"Psc = 0 

and the boundary condition 

"Psc(1, e) = -1. 

(9a) 

(9b) 

The general solution to Eqs. (9a) and (9b) may be 
written as 

00 

"Psc = -1 + ~o(E)ln p + L~m(E)[pm - p-m] cos me, 
I 

(10) 

where the sequence ~m(E), m = 0, 1,2, ... , is to be 
determined by matching with an outer expansion for 
"P. It will be shown that, to the present order of 

Outer Problem: a --->- 0, k fixed 

We define an outer coordinate 

p = kr, (12) 

in terms of which the differential equation (2b) assumes 
the form 

Vff.o"P + "P = O. (13) 

A particular solution of Eq. (13), 

(14) 

which represents the incident or undiffracted wave, 
constitutes the leading term of the outer expansion. 

For the next term of the outer expansion the body 
may be characterized as a line source, and thus 

(15) 

where AO(E), the source strength, is to be determined 
by matching with the inner expansion. Further terms 
of the outer expansion, with the collective representa­
tion 

00 

L AnCE)H~)(p) cos ne, (16) 
I 

may be regarded as higher order inasmuch as the 
leading term of the inner expansion evidences no 
angular dependence. 

Matching 

The matching is carried out in accord with a rule 
set forth by Van Dyke,6 according to which the 
inner expansion (to order oc) of the outer expansion 
(to order fJ) is equivalent to the outer expansion (to 
order fJ) of the inner expansion (to order oc). We first 
determine ~o( E) by matching the leading terms of the 
inner and outer expansions. From Eqs. (11) we have, 
for the inner expansion to O(~), 

"P "" ~o( E) In p. (17a) 

Rewritten in outer variables, we have 

(17b) 

For the outer expansion to O(~o In (E)-I) of the inner 
expansion to O(~o), we have 

(17c) 
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From Eq. (14) we have, for the outer expansion to Written in outer variables, we have 
0(1), 

(17d) 

Written in inner variables, we have 

(17e) 

For the inner expansion to O{do) of the outer 
expansion to 0(1), we have 

1p '"" 1. (17f) 

1p '" [
1 + 1~~E~-1J [ 1 

- In (:)-1J· 
{22b; 

Expanded to O{I/ln E), we have 

1p'" 1 + _1_ [In p - K] = _1_ [In p - K]. 
In (E)-1 In (E)-l 

(22c) 

The equivalence of (17c) and (17f) yields 

do{E) = [1/ln (E)-I], 

In order to determine K we arrange for the equivalence 
of (22c) with the inner expansion to 0(1/ln2 E) of 

(18) the outer expansion to O(I/ln E), namely, 

and this determination ensures that the matching 
has been carried out in accord with the rule given. 

In order to specify the source strength Ao{e) in the 
second term of the outer expansion, we match the 
two-term outer expansion with the one-term inner 
expansion. From Eq. (15), as the outer expansion to 
O{Ao), we have 

-
1p '" e iP c089 + Ao{e)H~l){p). (19a) 

Written in inner variables, we have 

1p '" ei<P co.8 + Ao(e)H~l)(ep). (19b) 

After expansion for small E, we have 

1p '"" 1 + Ao(E)i ~[In e + In f!. - i'!! + cJ, (19c) 
7T 2 2 

where C = 0.577 is Euler's constant, and thus, as the 
inner expansion to O{Ao In e) of the outer expansion 
to O(Ao), we have 

1p '" 1 + Ao(e)i(2/7T) In E. (19d) 

The determination of do{E), Eq. (18), shows that the 
outer expansion to O(I/In E) of the inner expansion 
to 0(1) is 

1p = O. (1ge) 

Accordingly, the equivalence of (19d) and (1ge) 
yields 

Ao(e) = -ti7T[I/ln (E)-I]. (20) 

A refinemerit of the inner expansion, Eq. (17a), 
which is to say a determination of do{e) that goes 
beyond Eq. (18) through the inclusion of terms of 
O{l/lnP e), P> 1, can be initiated with the repre­
sentation 

1p '"" [l/(ln (E)-l + K)] In p, (21) 

where K is a constant. On expanding the coefficient of 
In p in Eq. (21), for the inner expansion to 0(1/ln2 e), 
we have 

In p [ K ] 1p"'-- 1 ---In (e)-l In (e)-l . (22a) 

1 
1p '"" --1 [In p + In i + C - ti7T], (22d) 

In (e)-

and the outcome is that 

K = ti7T - [C + In t] = 0.116 + ii7T. (23) 

The corresponding refinement of the source strength 
Ao in the outer expansion is achieved by matching the 
outer expansion to 0(1/ln2 e) of inner expansion to 
0(1/ln2 E): 

~ [1 - ti7T + 0.116J (24a) 
In (E)-l In (e)-1 

with the inner expansion to O(Ao) of outer expansion 
to O(Ao): 

1p '"" 1 + Ao(E)i(2/7T)[ln E + In p - ii7T - 0.116]. 

(24b) 
The result is 

A = - ~ [1 - ii7T + 0.116J (25) 
o In (Er1 In (e)-l 

and, consequently, we find, for the outer expansion 
to 0(1/ln2 E), 

1pouter '"" eiP 
COB 8 

_ i:::._l_[I_ ii7T+0.116JH(l)(-). (26a) 
21n (E)-1 In (E)-1 0 p 

The foregoing outer expansion and the inner expan­
sion based on the determination Eq. (21) for K, 

In p 
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That inner and outer expansions are jointly involved 
in the plane-wave diffraction problem and may be 
characterized without reference to an exact solution 
is of particular relevance to the analysis of the 
corresponding diffraction problem for other cavity 
shapes. 

IV. SCATTERING OF BROAD PULSES BY A 
CIRCULAR CAVITY 

We begin by introducing a new outer length CT, 

where T is a characteristic time associated with the 
incident pulse Pine' In order to compare our results 
with those of Chen, we will consider a rectangular 
profile, traveling in the positive x direction and of 
duration 2T at any fixed point, given by 

Pin{~(t - ~) ] = H[~(t -~) + 1] 
- H[~(t -~) - I} (28a) 

where H is the Heaviside step function. As a repre­
sentative of smooth incident pulses with unlimited 
extension we choose the form 

The object of our analysis is to obtain a uniformly 
valid asymptotic description for the scattering of 
such pulses by a circular cavity of radius a when 

R = a/cT « 1. (29) 

In order to link the solutions which correspond, on 
the one hand, to small values of the parameter Rand, 
on the other hand, to large values of the time (Chen), 
let us consider the incident rectangular profile: in 
outer variables, where the coordinate p is defined by 

p = r/cT, (30) 

the pulse is centered over the cylinder at the time 
t = 0 and extends over the interval Ixl ~ 1, which is 
large compared with the cylinder radius R. The 
location of the front with respect to the surface of the 
cylinder may be adjusted by varying the value of R 
and in this sense R is "timelike." It should be noted 
that in the case of the rectangular pulse the choice 
t = 0 can be made without loss of generality. The 
explicit relation between R and Chen's time To may 
then be written as 

To = cto/a = I/R + 1, (31) 

where t. = 0 corresponds to the moment an incident 
Heaviside step profile first contacts the surface of the 

cavity. Because the relief portion of the rectangular 
profile has not reached the cavity at t = 0, the 
diffraction pattern at small values of R is identical 
with that envisaged by Chen for a step profile at 
large values of to' In the case of other primary wave 
forms, such as the smooth profile of Eq. (28b), the 
time must appear as a parameter of the scattering 
problem and may be rendered dimensionless in ac­
cordance with the definition 

To = tiT. (32) 

It should be noted that the time for passage of the 
incident profile over the cavity, namely a/c, is much 
smaller than T and does not provide an appropriate 
reference scale for a "long-time" expansion. 

The Exact Solution 

The complete solution may be written as the sum 
of an incident plane pulse, 

Pine[To - X/CT], 

together with a scattered pulse, 

P (r fJ 'E) = - - F(w)e-·Towo 1 1'" . 
8C , ,0 27T _'" 0 

where 

(33) 

x = r cos fJ and Wo = kCT (34b) 

and where F(wo) is the Fourier transform of the 
incident pulse 

F(wo) = L: Pine(To)eiWOTO dTo· (34c) 

Since 

is real, we conclude that F(wo) has the Hermitian 
property 

(36) 

where the asterisk denotes the complex conjugate. 
The latter property is also manifest by the normal 
mode series in Eq. (34a) and consequently the exact 
solution may be displayed in the form 

( 
r cos fJ) If'" P = Pine To - -- - Re - F(wo) 

CT 7T 0 

(37) 
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We begin our determination of a uniformly valid 
asymptotic description for the problem of pulse 
diffraction by a circular cavity, with a discussion of 
the formal expansion of the exact solution. 

The Inner Expansion: R -- 0, p = ria fixed 

In terms of inner variables p, 0, the representation 
Eq. (37) is 

(28a), and the smooth wave, Eq. (28b), are 

2(sin wo)jwo and 7Te-l(f)ol, (4Ia) 

respectively. The results obtained by substituting 
these functions into the first integral of Eq. (40), 

1 + O(Rn) and _1_2 + O(e-R -
n

), (41b) 
1 + To 

indicate that the leading term of the inner expansion 
is proportional to the amplitude of the incident pulse 
at x = O. This conclusion may be substantiated by 
observing that the leading term of the outer expansion 
is just the incident pulse 

Pouter"" Pinc[To - P cos 0] (42a) A small-argument approximation 

woR = 0(1) 

leads to the asymptotic form 

(39a) and this has nearly the constant value 

Pinner "" ~(To; R}ln p, (39b) 

where 

~(To; R) = Relim 1.. 

f
(f) F(wo)e-iTO(f)O 

X dwo 
o [In (WOR)-I - In t - c + ti7T] 

(39c) 

and where the designation of the upper limit w 
warrants further discussion. Since p = 0(1) in the 
inner region, the approximation (39a) requires that 
w = o(1jR). Inspection of Eq. (26b) and recognition 
of the identity 

(39d) 

reveals that the coefficient ~(To; R) is a Fourier 
synthesis of the scattered pulse which employs low 
frequencies, that is, wavelengths which are long in 
comparison with the cylinder. Therefore, we employ 
the physically meaningful upper limit 

w = O(1/Rn), 0 < n < I, (3ge) 

which is consistent with the approximations (39a). 
If we assume that F(wo) is integrable at the lower 
limit Wo = 0, we may expand Eq. (39c) further as 

Re {lR-n 1 1 ~(T. . R) ,...., -- F(w ) dw + -- -
0, InR-1o 0 0lnR-l 7T 

X iR
-

n 

F(Wo{ln ~o + C - i ~J dWo). (40) 

where the error arising from the expansion in the 
interval 0 ~ Wo ~ R is of O(R/ln R). 

The functions F(wo) for the rectangular wave, Eq. 

(42b) 

near the cavity. The necessary compatibility of (39b) 
and (42b) , based on the matching rule, reveals that 
in the first approximation 

(43) 

Therefore, the asymptotic representation of the inner 
expansion is 

Pinner"" [Pinc(To)/ln (R)-I] In p. (44) 

In the special case of the rectangular pulse, 

Pine (To = 0) = 1, 

we recover Chen's leading term from Eq. (44) after 
eliminating R in favor of Tc by means of Eq. (31). 
Our result is more general, however, in that it reveals 
a level of excitation near the cavity which is propor­
tional to the local amplitude of an incident pulse of 
arbitrary shape. 

A refinement of the inner expansion to 0(1jln2 €) 
is now initiated with the representation 

P Pinc(To) I 
. "" np 
mner In (R)-l + K(To) 

"" Pinc(To)[1 _ K(To) ] In (45a) 
In (R)-I In (R)-I p, 

whence, from Eq. (40), we have 

K(To) = e lim - F(wo) R 1 iR
-

n 

Pinc(To)R-+o 7T 0 

X [In ~o + C - i ~J dwo• (45b) 

The formulation (45b) for K(To) is based on a direct 
expansion of the exact solution in inner variables. 
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Another formulation for K(To), based on the requisite 
condition for matching with an asymptotic expansion 
which is valid in the outer region, will now be 
developed. The advantage of this approach has been 
displayed in establishing a generalization to arbitrary 
pulse shape for the leading term. A further advantage 
will accrue should a ready estimate of the integral in 
(45b) prove difficult. In addition, the generalization 
of the solution to arbitrary cavity shape is based 
on a formulation in terms of matched asymptotic 
expansions. 

Following the expansion procedure detailed in 
obtaining Eq. (22c) , we write Eq. (45a) , for large 
values of p, as 

Pinc(To) [ ( )] 
Pinner "" 1 In p - K To 

In (Rr 
(46) 

and note that K(To) may be obtained by matching 
(46) with the outer expansion to O(l/ln R). 

The Outer Expansion: R --.0, p = rleT fixed 

The exact solution in outer variables is 

1 i oo 

Pouter = Pinc(To - P cos 0) - Re - F(wo) 
TT 0 

The small-argument approximation (39a) yields the 
asymptotic form 

"" Pinc(To - P cos 0) - Re.! F(wo) iR - n 

TT 0 

X e-iToOJo (i:!! _1_) H(1)(pNW ) dw (48) 
2 In woR 0 0 0, 

where the upper limit is self-consistent and where the 
coefficient of the Hankel function is the long-wave­
length source strength Ao of Eq. (20) with the change 
of variable (39d) and the restriction € = 0(1). We 
rewrite (48) to O(1/ln R) as 

Pouter""'" P1nc(To - P cos 0) - 1 1 Re l.-
In (R)- 2 

R-n 

X l F( wo)e-iToOJo H~l)(pWO) dwo, (49) 

which, when expanded for small values of p, must 
match Eq. (46), thereby determining K(To). It should 
be noted that an evaluation of the integral in Eq. (49) 
is, in general, less difficult than the quadrature 
required in Eq. (45b) which involves In woo 

Smooth Pulse with Unlimited Extension 

We proceed to find the parameter K(To) of Eq. 
(45a) for the case of the incident pulse shape described 
by Eq. (28b). A direct evaluation of the integral in 
Eq. (45b) leads to the result 

K(To) = In 2 + ITTTo + In (1 + T~)t + To tan-1 To, 

(50) 

where terms of O(rR -
n 

In R) arising from the inte­
gration have been dropped in the limiting process. 

The alternative matching procedure requires an 
evaluation of the integral in Eq. (49): 

1 
=Re----------~ 

[(1 + iTo)2 + p2]t 

{I 
1 + iTo + [(1 + iTo)2 + p2]t . TT} 

X n + 1-
p 2 

+ o(e-R -
n
). (51) 

After substituting from this result into Eq. (49) and 
rewriting in inner variables, we obtain the expansion 

P,....., [(1 + T~)-l/ln (R)-l] [In p - (In 2 + ~ To 

+ In (1 + T~)t + To tan-1 To)]. (52) 

which, when matched with Eq. (46), reproduces the 
value for K(To) given by Eq. (50). 

Rectangular Pulse 

A direct evaluation of the integral in Eq. (45b) for 
the case of the incident rectangular profile (28a) leads 
to the result 

(53) 

where terms of O(Rn In R) have been dropped in the 
limit. 

The indirect matching procedure, which involves 
the integral 

R-n • 

i sm Wo (1)( N ) d -- Yo pWo Wo 
o Wo 

= In 1 - (1 N- p2)t + o(Rn), 
p 

leads to an outer expansion of the form 

Pouter"" {H[1 - P cos 0] - H[ -1 - P cos On 

(54) 

1 1 - (1 - p2)t + --In (55) 
In (R)-l p 

The expression which arises from rewriting Eq. (55) 
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in inner variables and expanding for small R, 

,...., [l/ln (R)-l][ln p - In 2], (56) 

may be matched with Eq. (46) to obtain the previous 
result (53). 

V. COMPOSITE EXPANSION 

For the purpose of clarity we shall discuss the 
specific result obtained for the diffraction of a broad 
rectangular pulse, traveling in the positive x direction, 
by a small circular cavity. The leading term of the 
outer expansion is the primary or incident pulse, 
which means that at great distances from the cavity 
the profile is unaffected by the encounter. However, 
in the neighborhood of the cavity, the amplitude of 
the total pulse is pulled down to a value consistent 
with the boundary condition on the cylinder. It is 
quite easy and instructive to form a single expansion 
which is uniformly valid to a given order. Such 
composite formulations6 are not unique but do have 
the accuracy of the constituent inner and outer 
expansions in their regions of validity. If we consider 
the x axis, which intersects the cylinder at ±a and 
along which the undiffracted pulse extends from 
+CT to -CT, a composite representation, formed 
from the one-term inner and outer expansions 
[cf. Eq. (5.34), Ref. 6], yields 

x [1 - In (I x I!CT)] . (57) 
In R 

VI. ARBITRARY CAVITY SHAPE 

We consider first the case of plane-wave scattering 
by a cavity of arbitrary shape and with a characteristic 
length I. The inner expansion is a solution of the 
Dirichlet problem for the region exterior to the 
cavity. In addition, the required solution must have 
logarithmic growth at large distances from the cavity 
in order that the leading terms of the inner and outer 
expansions match. We characterize the inner solution 
as 

1p r--.I d(E) [In (r/l) + F(r, (j; l)]~tI~.;7I°, (58) 

where F is a function which is bounded in the exterior 
region and which cancels the fundamental solution 
In r along the cavity boundary. The bracketed quan­
tity in Eq. (58) is simply the Green's function and 
may be found for many exterior domains by con­
formal mapping.? An example of such a calculation 

• G. F. Carrier, M. Krook, and C. E. Pearson, Functions of a 
Complex Variable: Theory and Technique (McGraw-Hill Book Co., 
New York, 1966). 

will be given later in this section for the case of an 
ellipse. 

The matching of the one-term inner and outer 
expansions follows precisely the development given 
by Eqs. (17) and (18), with the result 

dee) = l/ln (E)-I. (59) 

The two-term outer expansion is 

1p r--.I i'P cOB6 + AO(E)H~l)(P), (60) 

where AO(E) is determined by matching with the inner 
expansion. As we have just indicated, the 0(1) term 
of the inner expansion is zero in the two-dimensional 
problem, the leading term being of O(l/In E). Thus 
the source length Ao(E) is found by matching to be 

AO(E) = i !!_1_ . 
2 In E 

(61) 

The following remarks may now be made with regard 
to the inner and outer expansions to O(l/ln E). First, 
Eqs. (59) and (61) are indepeIl:dent of the cavity shape, 
which governs only the function F of the inner 
expansion. Second, the gauge function dee) and the 
source strength AO(E) are determined, in rough 
measure, by the relative size of the cavity with 
respect to the wavelength. By rough measure we refer 
to the fact that the particular choice of characteristic 
length (e.g., radius or diameter for a circle, major 
or minor axis or semiaxis for an ellipse) is arbitrary as 
long as these respective lengths are of the same order. 
This is clear since any multiple of E in Eq. (59) or (61) 
must be regarded as a change of 0(1/ln2 E). We 
therefore consider the next term of the inner expansion, 
which is of this order, and which must be influenced 
by the particular choice of characteristic length. 

The next term of the inner expansion, K, 

is determined by rewriting Eq. (62) in outer variables, 
expanding for small E to O(1/ln E) and matching with 
the inner expansion to 0(1/In2 E) of the outer expan­
sion to O(1/ln E), namely, 

-l-I [In : + In t + c - i .!!.J. (63) 
In (E)- 1 2 

It is apparent from Eq. (62) that any constant 
appearing in the function F(r, (); I) will be retained 
after the indicated expansion and will influence the 
value of K. Moreover, a change in the reference 
length I will change the value of the constant appearing 
in F so as to satisfy the boundary condition on the 
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surface of the cylinder. In order to illustrate this point 
we consider the value of K given by Eq. (23) for a 
circle of radius a, where the characteristic length was 
taken to be a and where F was identically zero. If the 
characteristic length had been taken as the diameter, 
I = 2a, then the function F would have assumed the 
value F = In 2 and the value of K would have been 
larger by the same amount. The next term of the outer 
expansion, which is 0(1/1n2 E), also reflects the 
particular choice of characteristic cavity length 
because it is obtained by matching with the inner 
expansion to the same order. We may summarize our 
remarks by stating that to 0(1/1n2 E) the effect of 
cavity shape resides in the function F(r, 0; I) of the 
inner expansion only, while the effect of cavity size 
influences the coefficients of both expansions in a 
rough way to 0(1/1n E) and in a precise way to 
0(1/1n2 E). 

In order to utilize the previous computed value 
for K, Eq. (23), for any cavity shape we must seek a 
characteristic dimension I, associated with that shape, 
which will render the constant in the function 
F(r, (); I) identically zero. This choice of characteristic 
dimension will also allow us to use the result, Eq. (25), 
for the outer region where the cavity has the effect of 
an equivalent circle of radius I. The determination of 
such a length may be accomplished by conformal 
mapping and will be illustrated for the case of a family 
of confocal ellipses with major and minor semiaxes 

(64a) 

respectively. The foci are on the x axis at the points 
x = ±2 and the equation of the boundary is 

(x2/a~) + (l/b~) = 1. (64b) 

A circle of radius I, considered to lie in the complex' 
plane, may be mapped onto the ellipse of Eq. (59), 
considered to be in the Z plane, by the transformation 

Z = ,+ ,-1, 
which has as its inverse 

(65a) 

We choose the branch corresponding to the positive 
square root, with a branch cut between Z = ±2, so 
that the point ,~ 00 maps into the point Z ~ 00. 

We may regard the desired solution as the refll part of 
a complex potential F, which in the, plane is given by 

(66a) 

The solution in the Z plane is, therefore, 

Re F(Z) = In f + Rein ~[1 + (1 - (~nlJ. (66b) 

which has the desired behavior as Z ~ 00. It is 
convenient to introduce elliptic coordinates 

x = 2 cosh ~ cos,/,), 

y = 2 sinh ~ cos ,/,}, (67) 

which reduce Eq. (58) to 

1p,-...; ~(E)[~ + In (a)-1]~fi~ed' (68a) 

where the equipotential curves are the ellipses 

(x2/cosh2 ~) + (y2/sinh2 ~) = 4 (68b) 

and the cavity boundary is given by 

~o = In I. (68c) 

The choice of 1 for the characteristic cavity dimension 
allows us to use the value for K given by Eq. (23) and 
to characterize the ellipse at large distances as an 
equivalent circle of radius I. 

For the case of pulse scattering by a cavity of 
arbitrary shape, the inner expansion has the form 

where 
R = l/eT (69b) 

and where K(To) may be determined by matching with 
the two-term outer expansion. The second term of the 
latter expansion is a Fourier synthesis which employs 
the plane-wave solution at long wavelengths, Eq. 
(48), and is independent of cavity shape. Therefore, 
if we employ the appropriate characteristic length I, 
discussed above, we may use the results already 
obtained for K(To) which depend only on the form of 
the incident pulse. 
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A new stationary property of the grand canonical potential is presented. This property is used to 
define a class of self-consistent approximations which is particularly appropriate for the so-called 
ladder approximation. The conditions which guarantee self-consistency are only sufficient. A com­
parison is made with the already-known stationary properties related to Hartree-Fock and random­
phase approximations. Remarks are made on the possibility of a collective excitation associated with the 
formalism. 

I. INTRODUCTION 

It is well known1. 2 that the grand canonical poten­
tial n is stationary with respect to variations of the 
proper self-energy 2:. This property has proved to be 
of particular importance in the study of many-body 
problems; e.g., it has been used effectively3 in estab­
lishing a microscopic theory of Fermi liquids. In 
a more general context, it was used by Baym4 to 
describe a certain class of self-consistent approxima­
tions (henceforth, SeA). Subsequently, Revzen5 re­
phrased Baym's SeA in a more diagrammatic language 
and related it to the formulations of the exact many­
body problem of Balian, Bloch, and DeDominicis; in 
particular, he showed that many results valid for the 
exact system, e.g., the Hugenholz-Van Hove theorem, 
are likewise valid in SeA. (Reference 5 forms part I 
of the present series of papers.) Using a second 
stationary property of n related to stability under 
fluctuations in the density-density correlation func­
tion,6 Shlidor and Revzen7 (Paper II of the present 
series) defined a second class of SeA which is 
particularly appropriate to a discussion of the random 
phase approximation (RPA). 

In the present paper we introduce a third stationary 
property of n, this time related to stability with 
respect to variations in the dressed propagator 
describing the center-of-mass motion of two particles 
in the medium. This stationary property leads us to 
define a third class of seA which is especially con­
venient for the discussion of the usual ladder approxi­
mation (LA). 

* On leave from the Technion-Israel Institute of Technology, 
Haifa, Israel. 

1 J. M. Luttinger and J. C. Ward, Phys. Rev. 118, 1417 (1960). 
2 C. Bloch, Physica 26, 562 (1960). 
3 Proofs of the Landau theory of Fermi liquids are based on this 

variational property, e.g., in D. Pines and P. Nozieres, Theory of 
Quantum Liquids (W. A. Benjamin, Inc., New York, 1966), Vol. I. 

4 O. Baym, Phys. Rev. 127, 1391 (1962). 
• M. Revzen, J. Math. Phys. 6, 450 (1965). This paper is referred 

to as I. 
6 C. DeDominicis and P. Martin, J. Math. Phys. S, 14 (1964). 
, O. Shlidor and M. Revzen, submitted to J. Math. Phys. This 

paper is referred to as II. 

The new stationary property is developed in Sec. 
n and applied in Sec. III to define a new class of self­
consistent approximations. In Sec. IV we discuss all 
three classes of SeA from a unified point of view and 
speculate on the possible completeness of our 
description. 

II. STATIONARY PROPERTY OF THE GRAND 
CANONICAL POTENTIAL 

The grand canonical potential is defined by the 
expression 

n = -(/i1) log {Tr [e-1HH- IlN)]} (1) 

with the same notation as in II. We write the 
Hamiltonian in the plane-wave representation in the 
form 

H = ~>katak + I v(k, k')at+Ka~ka_k,ak'+K' (2) 
k k,k',K 

where K plays the role of the center-of-mass momen­
tum of the colliding particles; spin indices, wherever 
appropriate, are omitted as a matter of convenience. 
Since v(k, k') is a function only of the momentum 
transfer q = k - k' for central interactions, we can 
expand it as a sum of separable potentials8 v,,(k'): 

v(k, k') = I v!(k)vaCk'). (3) 

" 
Introducing potential-normalized momentum crea­
tion and annihilation operators 

A1(u) = I v!(k)at+K(u)a~k(u) (4a) 
k 

and 

AK(u) = I v,,(k)a_iu)ak+K(U), (4b) 
k 

the Hamiltonian can be rewritten in the form 

8 D. J. Thouless, Ann. Phys. (N.Y.) 10, 553 (1960). H. U. Everts, 
Z. Physik 199, 211 (1966). 
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In these expressions, u is the thermal time variable 
restricted to the range 0 Sus {J and the time­
dependent operators are given by 

aiu) = e,,(H-I'N)a
k
e-u (H-I'Nl. (6) 

We now define a basic correlation function CIt, 
which, in a sense to be defined later, is related to the 
propagator for the center-of-mass momentum K: 

Cjtcu - u') = (T[A'K(u)A'l/(u')]). (7) 

Here T is the thermal time-ordering operator and the 
expectation value is taken in the grand canonical 
ensemble (gce), 

(C) = Tr (e-P(H-I'NlC)/Tr (e-P(H-I'N». (8) 

We note that for momentum-conserving potentials, 
(A~ A'K') = (J KK" so that the correlation function C 
is diagonal in the center-of-mass momentum K. 

We are prihlarily concerned here with the diagram­
maticexpansion1 of O. In order to develop the prop­
erties of the correlation function C'ft defined in Eq. 
(7), we introduce a new class of "skeleton diagrams" 
as follows: Each potential line in any diagram [wavy 
lines in Fig. lea)] has two particle lines entering it and 
two particle lines leaving it. By momentum con­
servation, the total momentum carried into a collision 
[K in Fig. l(b)] equals the total momentum carried 
away. Now consider any diagram in the expansion 
for O. We shall call a diagram "skeleton" if no two 
(or more) potential lines in the diagram have the same 
center-ofmass momentum associated with them by 
virtue of the conservation laws. Diagrams which are 
not skeleton can be regarded as skeleton diagrams 
with insertions which conserve the center-of-mass 
momentum of a colliding pair. 

In order to make this definition more transparent, 
we replace the usual diagrammatic representation by a 
new one in the following manner. Imagine each poten­
tialline (wavy line) in the usual representation sliced 
into two wavy lines joined by a dotted line, as in 
Fig. 2(a), in such a way that the incoming particle 
lines are attached to one wavy line and the outgoing 
particle lines are attached to the other. The former 
can then be associated with the annihilation operator 

(a) 

k/~ _ _ /-, 

k~~~ 
(b) 

FIG. 1. (a) A diagram that contributes to the grand canonical 
potential n. The wavy lines represent the matrix elements of the 
interaction and the directed lines represent free-particle propagators. 
(b) Momentum conservation ensures that the center-of-mass 
momentum K is the same before and after collision. 

(a) (b) 

FIG. 2.(a) Transformation of a two-particle collision diagram 
into the new language. The dotted lines represent /Jaa'. the solid 
triangle Va'. and the inverted solid triangle v~. (b) The diagram 
of Fig. I (a) transformed into the new language. 

A'K(u) and the latter with the creation operator 
AJ.:+(u), while the dotted line can be represented 
conveniently as the unit matrix (Jaa" It is now con­
venient to replace the dissected wavy lines by solid 
triangles (or arrowheads) in such a manner that the 
apex points into the dotted line while the base is 
connected to the particle lines; triangles with apex 
pointing downward accommodate incoming particle 
lines, triangles with apex pointing upward accomino­
date outgoing particle lines. With these conventions, 
the diagram in Fig. lea) is transformed into Fig. 2(b). 

The concept of skeleton diagrams as we use it in 
this paper now becomes transparent from a geometri­
cal point of view: a skeleton diagram is one which 
does not become disconnected when any two dotted 
lines are removed. The diagram in Fig. 2(b) is clearly 
not skeleton. 

Our correlation function CIt can also be repre­
sented by diagrams using this new terminology; 
diagrams corresponding .to C are identical with those 
corresponding to 0, except that two solid triangles 
are not joined to the rest of the diagram by dotted 
lines. (This situation is analogous to the usual case of 
diagrams for Green's functions where there are two 
free particle lines, and also to the case put forward 
in II where diagrams for the density-density correla­
tion function have two heavy dots.) Two examples of 
diagrams for CIZ are shown in Fig. 3; the diagram 

(a) (b) 

FIG. 3. Diagrams that contribute to C~a'(~l): (a) a reducible 
(ladder) diagram; (b) an irreducible diagram. 
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in Fig. 3(a) is reducible, 9 while that in Fig. 3(b) is 
irreducible. If we label the sum of all irreducible 
contributions to C;/ by sit, we can write 

C'}{ = sIt + S'Kc5vv,SJ'.:", + S'Kc5v v,SJ'.:"'c5",,,,, S""", + ... 
= [SKJ(l - SK)]"" , = S'Kc5vv,I'k"', (9) 

where the summation convention is used and where 
I K = I J (I - S K) can be regarded as a sort of 
"propagator" which dresses up the c5 function (dotted 
lines) and corresponds to the propagation of center­
of-mass momentum. 

From this point we follow closely the procedures 
used in Refs. I and 4. Extending the range of definition 
of various functions of the thermal variable by 
assuming a periodicity (J, we can go over to an 
"energy" representation by expanding (n)C'it as a 
Fourier series, where (n)Cit is the sum of all diagrams 
of C having 2n + 2 solid triangles, 2n of which are 
connected in pairs by dotted lines (corresponding to 
n internal interaction lines). We denote the corre­
sponding Fourier coefficients by (n)q((~!), where 
~l = 2hriJ (J + fl' I = 0, ± I, ... , for bosons. 

Clearly (n)c;{, which we now represent by diagrams 
such as those in Fig. 3, can be obtained by removing 
in turn one of the various dotted lines in the 
(n + I)th-order diagrams for O. It follows1.7 that 
the contribution to the thermodynamic potential of 
order (n + I) in the interaction is given by 

(0 - Oo)(n+l) = - 1 2 2 t5~:!C'Jt(~I)' (10) 
2(J(n + I) 1( ! 

The (n + I)-dependence can be removed formally 
in the usual fashion by integrating over a parameter A 
which characterizes the strength of the interaction 
[i.e., by replacing v..{k) everywhere by (A)iv,,(k)J. In 
this way we obtain 

O(A) = 0 0 - 1.- L L L ('" d~' c5vv,SK(~I)Ii!(~I)' 
2(J K I ",Jo A 

(11) 

From Eq. (II), and also directly from its definition, 

I"'" = c5"", + "" c5 svv'r'''' K £. "V K K , (12) 
v' 

one can interpret 11/ as a "dressed up" dotted inter­
action line. This observation enables us to obtain 0 
as an explicit functional of S'K in much the same way 
as Q(Gk(~I» in Ref. I and O(Wkal» in Ref. 7. We 
first define R' (A) as the sum of all skeleton (in the 
present sense) diagrams contributing to 0 - 0 0 in 
which each dotted line c5"", has been replaced by 

• By "reducible" we mean a natural extension of the idea of 
skeleton diagram as used in this work. 

Ijl'. It follows that 

R'(A) = - 1.- ~ L L L 1 [(n)s (~)I (~)J"" 
2(J n K ! ,,(n + 1) K I K I , 

(13) 

where (n)s'K is the sum of nth-order skeleton diagrams 
corresponding to (n)c'K. This definition of R'(A) 
implies that 

aR' (a 1 )"'" aSir(~!) = - S as 1 - S K 

= - [C K(~I)1 K(~l)]""" (14) 

Furthermore, from the definition 

R"(A) = 1.- 2 ~ ~ ({In [-1 + S K(~l)]}"" 
2(J K ! (J 

+ {SK(~!)lk(~I)}"a), 
we have 

Os:~;:)"a' = +[CK($!)IK(~I)Ja,,'. 
Hence, we have the stationary property 

oR = 0 
OSK(~!)"'" , 

where R = R' + R". 

(15) 

(16) 

(17) 

Now it is easy to show that R = 0 - 0 0 , If we 
calculate the derivative OR/aA, only the explicit 
dependence is involved, since the implicit dependence 
of R on A through S K (or equivalently I K) gives no 
contribution by virtue of Eq. (17). Since an nth­
order contribution from (n)s Kin Eq. (13) contributes 
(n + 1) powers of A, the (n + I)-dependence vanishes 
in OR/aA and the summation over 11 then leads to 

A oR = _ 1- "" "" '" (A dA' c5 ,S"V($ )1""(1:) 
01. 2(J it f -; J 0 A' vv K I k ,,! 

= I. 0(0 - 0 0). 

al. 
From R (I. = 0) = 0, it follows that 

R = 0 - 0 0 

and, hence, that 

(18) 

(19) 

(20) 

This is the new stationary property for 0 which we 
shall use in the next section to define a new class of 
SCA particularly appropriate to the ladder approxi­
mation. 

III. SELF-CONSISTENT APPROXIMATIONS 
OF THE THIRD CLASS 

We shall refer to SCA based on the stationary 
property of 0 with respect to the Green functions as 
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belonging to class I and to SeA based on the station­
ary property with respect to the density-density 
correlation function as belonging to class II. The class 
developed in the present context will be referred to 
as III. 

Consider now any subset of the totality of skeleton 
diagrams of 0 (skeleton in the sense defined in Sec. 
II). By definition these diagrams remain connected 
when any pair of dotted lines is removed. Let SA be 
the sum of all diagrams obtained by breaking pairs of 
dotted lines in the subset in all possible ways and 
replacing all unbroken dotted lines Oqq. by I;{ 
(index K understood), where I~t is defined by the 
relations 

and 
(22) 

Since all functional relationships are preserved in 
this approximation, we obtain, in one-to-one corre­
spondence with the arguments in Sec. II, 

anA = 0 (23) 
as':t(~!) , 

where OA is the grand canonical potential corre­
sponding to the subset of diagrams obtained by 
closing all C'Lt' diagrams, viz., to nth-order 

(OA - nO)(1I+1) = - 1 11 bqq.(n)c:t~(~!). 
2f3(n + 1) K I 

(24) 

Equation (23) guarantees self-consistency, viz., that 
all relationships derived from the functional forms 
of 0 are preserved in the SeA based on Eq. (24). We 
illustrate this by calculating the particle number in 
our gce [cf. Eq. (24) of II]: 

(N) = _ an = _ aR _ ano . (25) 
a,.,. a,.,. a,.,. 

Now, the stationary property (23), just as (20), 
guarantees that aR';"./a,.,. will cancel out that part of 
aR~/a,.,. which arises purely through the dependence 
of R~ on ,.,. by virtue of the dependence of SA on ,.,.. 
Hence, one need consider only the dependence of R' 
on,.,. through the free propagators, viz., 

ORA __ '" '" oR~n+ll OG~K(~I) 
£.., £.., (26) 

0,.,. n=O k.! OG~k(~I) 0,.,. , 

where R'(n+l) signified the (n + l)th-order contribu-

FIG. 4. The diagram for S~a'(~,) which gives. along 
~ with its topologically equivalent diagram. the basis for 
~ the SeA of type III which is equivalent to the usual 

ladder approximation. 

FIG. 5. In the Green's function 
formulation of the ladder approxima­
tion, diagrams of this type must be 
included along with that in Fig. I (a). 

tion to R'. From (25) and (27) one obtains [see Eq. 
(25) of II] 

(N) = ~ 2 GAK(~I)' 
f3 k.l 

(27) 

In words, our approximation preserves the same sum 
rule for the particle number in terms of the approxi­
mate Green function as is obtained in the exact case 
using the exact Green function. This result illustrates 
again the advantages of an SeA based on preserving 
the functional relationships between 0 and the com­
ponent functionals C, S, and I. Note that here (as 
in II) ~ is a functional of Go and not of G (as in I). 

Just as the class II of SeA defined in II was natural 
for expressing the random phase approximation, so 
is the class III SeA defined in the present work 
natural for expressing the ladder approximation. By 
"natural," we mean that the RPA is most simply 
described as a class II SCA while the LA is most 
simply described as a class III SeA. (Likewise, class r 
SeA is a natural for the Hartree-Fock approximation.) 
In fact, the LA approximation regarded as SCA III 
consists of a single diagram for the (irreducible) set 
SK(~!) as shown in Fig. 4. The corresponding OA 
then consists entirely of ladder diagrams. If one 
considers the LA using the Green's function method, 
not only does an infinite set of diagrams occur, but 
OA corresponding to it must also contain Green's­
function insertions, as illustrated in Fig. 5. These 
remarks are analogous to the corresponding ones 
which were made for the RPA in II. 

IV. REMARKS AND CONCLUSIONS 

In this paper we have obtained two results; the 
first is a new stationary property of the grand canoni­
cal potential n, the second is a new class of self­
consistent approximations based on it which we refer 
to as class III. We conjecture at this point that classes 
I, II, and III exhaust the possible basic SCA, at least 
for normal systems. As a partial basis for this con­
jecture, we note that, for Hamiltonians corresponding 
to two-body forces, DeDominicis and Martin6 

(DDM) showed that 0 is stationary in gce with 
respect to variations in the time-independent two­
body correlation function.' The SCA developed in II 
and that developed here can be regarded as general­
izations of the work ofDDM to time-dependent cases; 
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there seem to be no other simple and reasonable 
generalizations. Moreover, Kraichnan10 has shown 
how to generate the Hartree-Fock, random phase 
and ladder approximations by using a stochastic 
model Hamiltonian. Clearly, within the framework 
of the stochastic model Hamiltonian theory used by 
Kraichnan, it should be a straightforward matter to 
prove the various stationary properties for the SCA 
that we used in I, II, and in the present paper. Now 
Kraichnan remarks that no other approximations can 
be treated in a simple manner using his approach. 
In this sense, his approach also singles out the same 
three SCA as discussed here. 

Finally, we draw attention to the basic similarity of 
the treatments leading to SCA of types I, II, and III. 
Analogous to the Green function G and the irreducible 
self-energy ~ of type I, we have the quantities U and 
W in type II, and I and S in the present type III. The 
following equations bear out this similarity; they are 
illustrated diagrammatically in Fig. 6 (where I is 
represented by a line with crosses): 

G = Go + Go . ~ . G, 

U= v + v' w· U, 

l=o+o,S·I. 

(28a) 

(28b) 

(28c) 

In the third of these equations, ° represents the unit 
matrix. 

10 R. H. Kraichnan, J. Math. Phys. 3, 475 (1962). 

G 

I 
XX)(X)(X 

+~ 
1J 

f\..rV + A 1JF\~AUAA 
• ",,~yy .. 

8 
----- + 

FIG. 6. Dyson's equation for the dressed Green's function is 
compared schematically with its analogs, viz., the momentum­
transfer propagator U and the center-of-mass propagator I. 

The poles for the quantities G and U in Eqs. (28a) 
and (28b) are, respectively, the single-particle excita­
tion branch and the density oscillation (collective) 
branch of the excitation spectrum of the system. 
(The latter branch corresponds to phonons when the 
potential is short-ranged, and to plasmons for the 
Coulomb potential.) In an analogous manner, one 
would expect the poles of I [Eq. (28c)] to correspond 
to some kind of collective excitation. For fermions, 
this is related to the Cooper instability for certain 
potentials in the low-K limit. More generally, we 
expect it to be related to zero sound. We can make 
no remarks at this time for the case of a system of 
bosons. 
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We consider the class of singular integral equations that can be solved by means of the Wiener-Hopf 
technique. The resolvent is given as a dispersion relation in the plane of the parameter A and some 
physical applications are discussed. 

1. INTRODUCTION 

In the last years several problems have been con­
sidered in the framework of the elementary-particle 
physics that require the solution of singular integral 
equations. We recall as typical examples the "new 
strip approximation" 1 and the scattering processes 
where higher-spin particles are exchanged2- 4 or, in 
general, where singular potentials are involved.5 All 
these examples are characterized by equations that 
can be brought to the Fredholm form once the 
singular part has been solved hy means of the 
Wiener-Hopf technique. 

The solution one obtains is a multi valued function 
in the cut coupling constant plane; among the various 
determinations it is possible to choose the one 
derived from a resolvent which is regular and ap­
proaches the kernel in the weak coupling limit. In 
this way one gets for the amplitude a unique expres­
sion that allows a perturbative expansion for small 
coupling and is suggested on the basis of unitarity 
conditions.3 •6 However, the resolvent is rather 
cumbersome from an analytical point of view as well 
as from a computational one; moreover, it does not 
generally allow a clear insight into the coupling 
constant plane singularities. 

In particular cases3•5 the existence of an integral 
transform that diagonalizes the equation greatly 
simplifies the structure of the result. The resolvent is 
given as an integral over the continuous spectrum of 
the kernel in close analogy with the Hilbert-Schmidt 
case, where it is expressed as a series over the discrete 

1 G. F. Chew, Phys. Rev. 130, 1264 (1963); D. C. Teplitz and 
V. L. Teplitz, Phys. Rev. 137, B136, BI42 (1965). 

2 K. Dietz and G. Domokos, Phys. Letters 11, 91 (1964); G. 
Auberson and G. Wanders, Phys. Letters 15, 61 (1965); D. Morgan, 
Nuovo Cimento 36,813 (1965); A. P. Contogouris, Nuovo Cimento 
44,927 (1966). 

• D. Atkinson and A. P. Contogouris, Nuovo Cimento 39, 1082, 
1102 (1965); A. Bassetto and F. Paccanoni, Nuovo Cimento 44, 
1139 (1966); D. Atkinson, J. Math. Phys. 7,1607 (1966). 

'A. Bassetto, P. Campogalliani, and F. Paccanoni, Nuovo 
Cimento 54, 897 (1968). 

6 S. Ciulli, Gr. Ghika, M. Stihi, and M. Visinescu, Phys. Rev. 
154, 1345 (1967). 

• A. P. Contogouris and A. Martin, Nuovo Cimento 49, A61 
(1967). 

spectrum of eigenvalues. This procedure, however, is 
confined to the class of the usual integral transforms, 
and no general prescription exists for choosing among 
them. The aim of our paper is to derive for a special 
class of Wiener-Hopf soluble problems an expression 
for the resolvent that exhibits the spectrum of the 
kernel even for the equations that cannot be diagonal­
ized by means of known transforms. As we see below, 
the discontinuity of the resolvent on the cut is related 
to the solutions of the homogeneous problem. Further­
more, in this new form, the resolvent can be readily 
continued in the cut coupling constant plane. 

The interest of our procedure is obviously not 
confined to the field of elementary particles; indeed it 
can apply to several problems in other branches of 
physics. 7 

2. THE METHOD 

In the sequel we follow the notations used in Ref. 
8. As is well known, the Wiener-Hopf method applies 
to equations with a kernel depending on a difference 
when the interval of integration is (0, + (0): 

cfo(x) = f(x) + A LX) K(x - t)cfo(t) dt. (1) 

We seek a cfo(x) that satisfies Eq. (1) for all real x, 
with f(x) = 0 for x < ° and continuous for x ~ 0. 
We assume that K(x) is continuous and that, for some 
real r, the functions K(x)e-rx ,j(x)-rx, and cfo(x)e-rx are 
absolutely integrable for - 00 < x < + 00, the first 
two having in addition a finite number of intervals of 
increase and decrease.s Let us call L(s) the two-sided 
Laplace transform of the kernel K(x). 

We are led to a nonhomogeneous Hilbert problem 
for a contour belonging to the strip of regularity of 
L(s) (a < Res < b): 

<I>+(s) = [1 - AL(s)]<I>-(s) + F(s), (2) 

<1>+, -<1>- being the Laplace transforms of cfo(x) when 

, P. M. Morse and H. Feshbach, Methods of Theoretical PhYSics 
(McGraw-Hili Book Company, Inc., New York, 1953). 

8 V. I. Smirnov, Higher Mathematics (Pergamon Press, Ltd., 
London, 1964). 
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x < 0 and x > 0, respectively, and F the transform 
of the known term/ex). The standard way of solving 
Eq. (2) is to consider first the corresponding homo­
geneous problem 

<l>ci(s) = [1 - AL(s)]<I>o(s) (3) 

and, once <l>t and <1>0 are known, to use the Cauchy 
theorem for evaluating <I>{s). 

In order to get a simple analytical structure of the 
solution in the variable A, we confine ourselves to the 
case when only two zeros of 1 - AL{s), Sl(A), and 
S2{A), enter the strip. a ~ Re S ~ b, where a = Sl{O) 
and b = S2(0), and move, as A grows from 0 to + 00, 

as shown in Fig. 1. In the weak coupling limit, two 
solutions <l>t and <1>0 can be obtained, free from zeros 

a b 

~=o Res 

FIG. 1. Paths of the 
zeros of I - AL(s) in 
the strip a < Re s < b 
as A grows from 0 to 
+00. 

and poles in the half-planes Re S ~ Re S2 and Re S ;;::: 
R~ Sl , respectively, and with the following asymptotic 
behavior in their domain of regularity: 

lim <1>~ = 1. 
Isl-+ 00 

Thus, when Re Sl < Re S2, there is a common strip of 
regularity where we choose the contour C for solving 
Eqs. (2) and (3). As A grows, this strip shrinks and 
eventually the two zeros pinch the contour C: 

Sl(Ae) = s2(Ae) = sp. 

One can easily recognize that the resolvent of Eq. (1), 
defined by the expression 

cp{x) = f{x) + AlooR(X, y, A)f(y) dy, (4) 

has a branch point when A = ,I.e. In fact, when 
A > ,I.e we can choose <l>ri' and <1>0 in two different 
ways, giving to A a positive or negative small imaginary 
part. This procedure gives rise to different branches 
of the resolvent and is completely equivalent to keep 

FIG. 2. Deformed 
contour of integra­
tion C 1 correspond­
ing to the first branch 
of the resolvent for 
A> )'c. 

a 

').=+-

').=0 

I 
I 
I 
I 
I 
I 
I 

~ 
I 
I 
I 
I 
I 

",,I 

( ~=~ 
I 
I 
I 
I 
I 
I 

• I 
I 
I 
I 
I 

Cfl ~=+-

b 

Res 

A real and to deform suitably the contour C as shown 
in Figs. 2 and 3. Both these determinations are ob­
tained as analytical continuations from the weak 
coupling region where the resolvent is regular. We 
notice, furthermore, that it is also unique because 
there is no variation in the phase of log [1 - AL{s)] 
along the contour C which we have considered.s 

We have thus shown that the resolvent is cut in the 
A plane from ,I.e to infinity and it is now an easy" 
matter to evaluate its discontinuity. To this end we 
recall the expression for the resolvents: 

1 J f e-TIIL{T) R;(x, y; A) = -2 eS:"<I>o;(s) ds dT, 
47T T Ci(T - S)<1>ii;(T) 

i = 1,2, (5) 

where T is the contour of the inverse Laplace trans­
form to the right of Ci and the term i refers to the 
different continuations in Figs. 2 and 3, respectively. 

FIG. 3. Deformed 
contour of integra­
tion C 2 correspond­
ing to the second 
branch of the resol­
vent for A > Ac. 

a 

I }.,=+­
I 
I 
I 
I • I 

I 
I 
I 
I 
I 
I 
I 
I , 
~ 

1'>'=}.C 
I 
I 
I 
I 
I 
I 
I 

+ I 
I 
I , 
'ea 

b 

Ru 
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It is obvious that R1 and R2 coincide for A < AD' In the 
situation represented in Fig. 2, the zero S1 acquires a 
positive imaginary part S1 = s1' + iy(A); whereas in 
the other case (Fig. 3), S1 = s l' - iy(A). The zero S2 

for A > AD satisfies the relationship S2 = S1*' 
The <I>~ are related to the functions <I>~ by means of 

the following equations: 

<I>~ = <l>i1 . g(s), (6) 
with 

g(s) = (s - s1' - iy)/(s - s1' + iy). 

From Eqs. (5) and (6) we get 

R2 = _1_ f esx<I>oi(s) ds r e-TlIL(T) ~ g(s). (7) 
4172 T J02<1>t1(T) T-Sg(T) 

Since 

g(S)/[g(T)' (T - s)] 

= -2iy/[(s - s1' + iY)(T - s1' - iy)] + 1/(T - s), 

(8) 

the discontinuity is 

R - 2iy f e""'<I>i)b) d 
R1 - 2 - S 

4172 T S - s1' + iy 

where 

x r e-TlIL(T) ~ + _1_ 
Jo. T - s1' - iy <l>cilT) 4172 

X f eS"'<I>m(s) dsJ' e-
TII

L(T) dT 
T 0,-0. <l>t1(T)(T - s) 

= 2i~(A) A(x, A)B(y, A), (9) 

A(x, A) = ~ f e
S

"'<I>i)1(S). ds, 
2m T s - s1' + zy 

B(y, A) = -1 r e-
T1J 

dT 1 (10) 
217i JD<I>tl(T) (T - s1' - iy) 

The contour D is the straight line <5 - i 00 -7- <5 + i 00, 

with a < <5 < s1" From the condition we imposed on 
the zeros of 1 - AL(s) in the strip and the hypotheses 
we made in order to solve Eq. (1), it follows that the 
only quantity depending on A in Eq. (5), that is, the 
ratio 1>o/s, A)Nt/T, A), is finite in the limit A -- Ac and 
vanishes uniformly when 1,1.1 goes to infinity.9 

Owing to the uniform convergence of the integrals 
in Eq. (5), no contribution comes from the paths 
encircling the points A = Ac and infinity if we write the 
resolvent as a dispersion relation in the variable A.. 

Our final expression for the resolvent is 

R(x yo A) = 1: r+oo 
yeA') A(x, A')B(y, A') dA'. (11) 

" 17 J l, A' A' - A 

• E. C. Titchmarsh, Theory of Fourier Integrals (Oxford University 
Press, London, 1950). 

Equation (11) exhibits in a clear way the analytical 
structure in the variable A and looks much simpler 
when compared to Eq. (5), also from a computational 
point of view. 

We would like to emphasize that the particular 
conditions we required in order to arrive at Eq. (11) 
are fulfilled in the most part of the practical problems 
that can be solved by the Wiener-Hopftechnique. The 
extension of our procedure to more general kernels 
obviously requires a careful analysis of the zeros of 
the expression 1 - AL(s) as well as of the asymptotic 
behavior of the resolvent in the A plane. We notice, in 
addition, that the dispersion relation (11) allows a 
finite number of subtraction; in particular, if the 
resolvent is regular in weak coupling, it is easy to 
evaluate the "subtraction constants" that are the 
iterated kernels. 

3. EXAMPLES 

1. Let us consider first the kerneF-9 

K(x - y) = r 1x- 1I1 , 

whose two-sided Laplace transform is 

(12) 

L(s) = 2/(1 - S2), -1 < Re s < 1. (13) 

The two zeros entering the strip are 

s1.2 = 1=(1 - 2A)!, (14) 

and the pinch obviously occurs at s1' = 0 with AD = t. 
We obtain by inspection the solutions of the homo­
geneous Hilbert problem when A > AD: 

with 

<l>tl = (s + iy)/(s - 1), 

<1>01 = (s + 1)/(s - iy), 

yeA) = (2A - I)!, (15) 

and from Eq. (10) we get, finally, 

A(z, A) = B(z, A) = cos yz + sin (yz)/y. (16) 

2. The second example we consider is the singular 
kernel related to the continuation in the angular­
momentum variable I (0 < I s I) of the I = 1 pion­
pion amplitude when a vector meson is exchanged4 : 

K(x - y) = -1/(2 sin n:l) 
. (1 - e(l-l)(X-II»/(1 - e("'-1J» (17) 

in the interval (0, + (0). 
The two-sided Laplace transform of K(x) is 

L(s) = 17/ [2 sin 17S sin 17(1 - s)], 

~ 1 < Re s < I - 1. (18) 

It is easy to show that this kernel satisfies our require­
ments; in particular, the two zeros of 1 - AL(s) 
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entering the strip are 

51 = - (3 - 1)/2 - (i/27T) log {-d - cos 7TI 

+ i[1 - (cos TTI + 7TA)2]!}, 

52 = - (1 - 1)/2 + (i/27T) log {-7TA - cos 7Tl 

+ i[I - (cos TTI + 7TA)2]~}, (19) 

and the pinch occurs at 5 p = 1/2 - 1, with .I.e = 
(1 - cos 7Tl)/7T. The expression 

exp {~ r log [1 - AL(z)] ~} (20) 
27T/JCl z-s 

gives the solutions to the homogeneous Hilbert 
problem $t1 (5) and $Oi (5) when s lies to the left and to 
the right of the contour C1 , respectively. By intro­
ducing $t1' $01' and yeA) as obtained from Eq. (19) 
in Eq. (10), one gets the resolvent in the form of 
Eq. (11). 

The connection with the method of integral trans­
form can be seen in the two particular cases 1 = 1 
and 1 = t, where the functions $~ can be obtained 
explicitly. 

(a) 1= 1. 

For A > .I.e = 2/7T: 

$t1 = r2( -s)/[r(t - s + iy)r( -t - s - iy)], 

$01 = res + % + iy)r(s + t - iy)/r2(s + 1), (21) 

y(Ji) = 1- log {7TA - 1 + [(7TA - 1)2 - 1]i}. 
27T 

It is now easy to perform the integration (10): 

A(x, A) = P _~_ir<2ex - 1), 

B(y, A) = eVp -~-ii2eY - 1). (22) 

The resolvent of Eq. (11) with A, B, and y given in 
Eqs. (21) and (22) coincides with the one obtained by 
means of a shifted Mehler transform in Ref. 3. This 
equation also applies to a different physical context, 
that is, the "new strip approximation." 1.3 

(b) 1 = t. 
For A > .I.e = I/7T: 

$+ _ r( -s)r( -t - s) 
01 - r( -! - s - iy)l'(! - s + iy) , 

,h- _ res + t + iy)l'(s + t - iy) 
'1'01 - , 

res + i)r(s + 1) 

yeA) = -.l. log [7TA + (7T 2},2 - 1)i]. 
27T 

The integrations (10) lead to 

A(x A) = e-x / 2p . (eX / 2) , -i-2,y, 
B(y, A) = eYP_~_2iy(eV/2). 

(23) 

(24) 

Equations (11), (23), and (24) completely solve this 
case, which has several other physical applications, 
such as, for instance, singular potential scattering.5 We 
notice finally that this equation is equivalent to the 
one of Dixon. 9 
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